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Overview: Loop Transformations in OpenMP 5.1 → Unroll Directive

**Unrolling**

Non-Standard Extensions

- Cray
  
  ```
  #pragma [_CRI] unroll 4
  ```

- icc
  
  ```
  #pragma unroll 4
  ```

- xlC
  
  ```
  #pragma unroll(4)
  ```

- HP
  
  ```
  #pragma UNROLL_FACTOR 4
  ```

- gcc
  
  ```
  #pragma GCC unroll 4
  ```

- clang
  
  ```
  #pragma unroll 4
  #pragma clang loop unroll_count(4)
  ```

- msvc

  ```
  ???
  ```
#pragma omp unroll full
for (int i = 0; i < 4; i += 1)
    body(i);
Full Unrolling
OpenMP 5.1

```c
#pragma omp unroll full
for (int i = 0; i < 4; i += 1)
    body(i);
```
```c
body(0);
body(1);
body(2);
body(3);
```
Overview: Loop Transformations in OpenMP 5.1 → Unroll Directive

Partial Unrolling
OpenMP 5.1

```c
#pragma omp unroll partial(4)
for (int i = 0; i < n; i += 1)
    body(i);

int i = 0;
for (; i+3 < n; i += 4) {
    body(i);
    body(i + 1);
    body(i + 2);
    body(i + 3);
}
for (; i < n; i += 1)
    body(i);
```
**Overview: Loop Transformations in OpenMP 5.1 → Unroll Directive**

### Heuristic Unrolling

**OpenMP 5.1**

```
#pragma omp unroll
for (int i = 0; i < n; i += 1)
  body(i);

or

#pragma omp unroll partial
for (int i = 0; i < n; i += 1)
  body(i);
```

```
int i = 0;
for (; i+? < n; i += ?) {
  body(i);
  ...
}
for (; i < n; i += 1)
  body(i);
```
Complete Tiles
OpenMP 5.1

```c
#pragma omp tile sizes(2,2)
for (int i = 1; i <= 4; ++i)
    for (int j = 1; j <= 4; ++j)
        body(i,j);
```
Overview: Loop Transformations in OpenMP 5.1 → Tile Directive

Complete Tiles

OpenMP 5.1

```
#pragma omp tile sizes(2,2)
for (int i = 1; i <= 4; ++i)
  for (int j = 1; j <= 4; ++j)
    body(i,j);

/* floor loops iterating over tiles */
for (int i1 = 0; i1 < 4; i1 += 2)
  for (int j1 = 0; j1 < 4; j1 += 2)
    /* tile loops over iterations */
    /* an iteration */
    body(1+i2,1+j2);
```
#pragma omp tile sizes(2,2)
for (int i = 1; i <= 5; ++i)
    for (int j = 1; j <= 5; ++j)
        body(i,j);

/* hot, streamlined code */
for (int i1 = 0; i1 < 4; i1 += 2)
    for (int j1 = 0; j1 < 4; j1 += 2)
        for (int i2 = i1; i2 < i1 + 2; i2 += 1)
            for (int j2 = j1; j2 < j2 + 2; j2 += 1)
                body(i2+1,j2+1);

/* special case code */
for (int i = 1; i < 5; ++i)
    for (int j = 1; j < 5; ++j)
        if (i >= 5 || j >= 5)
            body(i,j);
Loop Transformation Composition

- Rule: Loop-associated directives apply to the next line
  1. A base language canonical loop
     ```
     #pragma omp taskloop
     for (int i = 0; i < 128; ++i)
     body(i);
     ```
  2. The output of another loop transformation
     ```
     #pragma omp taskloop
     #pragma omp tile sizes(8)
     for (int i = 0; i < 128; ++i)
     body(i);
     ```
     ```
     #pragma omp taskloop
     for (int i1 = 0; i1 < 128; i1 += 8)
     for (int i2 = i1; i2 < i1 + 8; i2 += 1)
     body(i2);
     ```
Overview: Loop Transformations in OpenMP 5.1 → Transformation Composition

Multi-Level Tiling

```c
#pragma omp tile sizes(4, 4)
#pragma omp tile sizes(5,16)
for (int i = 0; i < 100; ++i)
    for (int j = 0; j < 128; ++j)
        A[i][j] = i*1000 + j;

#pragma omp tile sizes(4,4)
for (int i1 = 0; i1 < 100; i1+=5)
    for (int j1 = 0; j1 < 128; j1+=16)
        for (int i2 = i1; i2 < i1+5; ++i2)
            for (int j2 = j1; j2 < j1+16; ++j2)
                A[i2][j2] = i2*1000 + j2;

for (int i11 = 0; i11 < 100; i11+= 5*4)
for (int j11 = 0; j11 < 128; j11+=16*4)
    for (int i12 = i11; i12 < i11+( 5*4); i12+= 5)
        for (int j12 = j11; j12 < j11+(16*4); j12+=16)
            for (int i2 = i12; i2 < i12+ 5; ++i2)
                for (int j2 = j12; j2 < j12+16; ++j2)
                    A[i2][j2] = i2*1000 + j2;
```
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Implementation in Clang

Clang Layers

`clang -cc1`

- **source.c**
- **source.h**

**FileManager**
- `FileManager::getBufferForFile(FileEntry*)`

**SourceManager**
- `SourceManager::getBuffer(FileID)`

**Lexer**
- `Lexer::Lex(Token&)`

**Preprocessor**
- `Preprocessor::Lex(Token&)`

**Parser**
- `Parser::ParseTopLevelDecl()`

**Sema**
- `Sema::ActOn...( )`

**CodeGen**
- `CodeGenModule::EmitTopLevelDecl(Decl*)`

**OpenMP/IRBuilder**
- `source.ll`
Implementation in Clang → Status

Status
Available in Clang 13

**Shadow AST Implementation**
- Tiling:
  https://reviews.llvm.org/D76342
- Unrolling:
  https://reviews.llvm.org/D99459

**OpenMPIRBuilder Implementation**
Experimental: `-fopenmp-enable-irbuilder`
- CanonicalLoopInfo:
  https://reviews.llvm.org/D90830
- collapseLoops:
  https://reviews.llvm.org/D93268
- unrollLoop:
  https://reviews.llvm.org/D107764
- tileLoops:
  https://reviews.llvm.org/D92974
- createWorkshareLoop:
  https://reviews.llvm.org/D92476
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template <int P>
static void benchmark_threads(benchmark::State &state) {
    double *A = aligned_alloc(...);

    for (auto _ : state) {
        #pragma omp parallel for \
        schedule(static,P)
        for (int i = 0; i < M; ++i)
            ...
        /* implicit barrier */
    }

    free(A);
}
BENCHMARK_TEMPLATE(benchmark_threads, 1)->MeasureProcessCPUTime()->UseRealTime();
BENCHMARK_TEMPLATE(benchmark_threads, 2)->MeasureProcessCPUTime()->UseRealTime();
...
template <int P>
static void benchmark_target(benchmark::State &state) {
    double *A = aligned_alloc(...);

    #pragma omp target data map(tofrom:A[0..N])
    for (auto _ : state) {
        #pragma omp target teams distribute parallel for \
        dist_schedule(static,P) schedule(static,P)
        for (int i = 0; i < M; ++i)
            ...
        #pragma omp taskwait
    }

    free(A);
}

BENCHMARK_TEMPLATE(benchmark_target, 1)->UseRealTime();
BENCHMARK_TEMPLATE(benchmark_target, 2)->UseRealTime();
...
Google Benchmark

```
04:05:53 meinersbur@minipc-1050ti-linux ~/build/omp-perf/release
$ chunksize/chunksize
2021-10-03T04:06:02-05:00
Running chunksize/chunksize
Run on (6 X 4053.04 MHz CPU s)
CPU Caches:
  L1 Data 32 KiB (x6)
  L1 Instruction 32 KiB (x6)
  L2 Unified 256 KiB (x6)
  L3 Unified 9216 KiB (x1)
Load Average: 1.83, 3.16, 3.93
```

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Time</th>
<th>CPU</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>benchmark_chunksize_threads_nochunk/process_time/real_time</td>
<td>119 us</td>
<td>715 us</td>
<td>5953</td>
</tr>
<tr>
<td>benchmark_chunksize_threads1/process_time/real_time</td>
<td>322 us</td>
<td>1906 us</td>
<td>2243</td>
</tr>
<tr>
<td>benchmark_chunksize_threads2/process_time/real_time</td>
<td>322 us</td>
<td>1929 us</td>
<td>2163</td>
</tr>
<tr>
<td>benchmark_chunksize_threads3/process_time/real_time</td>
<td>324 us</td>
<td>1923 us</td>
<td>2319</td>
</tr>
<tr>
<td>benchmark_chunksize_threads4/process_time/real_time</td>
<td>289 us</td>
<td>1729 us</td>
<td>2426</td>
</tr>
<tr>
<td>benchmark_chunksize_threads8/process_time/real_time</td>
<td>279 us</td>
<td>1652 us</td>
<td>2669</td>
</tr>
<tr>
<td>benchmark_chunksize_threads16/process_time/real_time</td>
<td>211 us</td>
<td>1263 us</td>
<td>3284</td>
</tr>
<tr>
<td>benchmark_chunksize_threads32/process_time/real_time</td>
<td>177 us</td>
<td>1047 us</td>
<td>4213</td>
</tr>
<tr>
<td>benchmark_chunksize_threads64/process_time/real_time</td>
<td>143 us</td>
<td>858 us</td>
<td>4898</td>
</tr>
<tr>
<td>benchmark_chunksize_threads128/process_time/real_time</td>
<td>127 us</td>
<td>764 us</td>
<td>5508</td>
</tr>
<tr>
<td>benchmark_chunksize_threads256/process_time/real_time</td>
<td>127 us</td>
<td>752 us</td>
<td>5801</td>
</tr>
<tr>
<td>benchmark_chunksize_threads512/process_time/real_time</td>
<td>122 us</td>
<td>727 us</td>
<td>5811</td>
</tr>
</tbody>
</table>

```
04:06:14 meinersbur@minipc-1050ti-linux ~/build/omp-perf/release
$ |
```
```c
#pragma omp unroll full
for (int j = 0; j < 3; ++j) {
    #pragma omp unroll full
    for (int k = 0; k < 3; ++k)
    {
    }
}
```

- **128 \cdot 1024 (= 2^{17})** elements in A/B/C
- Single precision (**float**)
SU3 Matrix-Vector Multiplication

$ clang -03 -fno-exceptions -march=native \
   -fopenmp -fopenmp-version=51 \
   -fno-unroll-loops -fno-vectorize \
   -Rpass=loop-unroll
SU3 Matrix-Vector Multiplication

$ clang -O3 -fno-exceptions -march=native \ 
   -fopenmp -fopenmp-version=51 \ 
   -fno-unroll-loops -fno-vectorize \ 
   -Rpass=loop-unroll
SU3 Matrix-Vector Multiplication

```
$ clang -O3 -fno-exceptions -march=native \  
   -fopenmp -fopenmp-version=51 \  
   -fno-unroll-loops -fno-vectorize \  
   -Rpass=loop-unroll
```

remark: su3.cpp:217:15: completely unrolled loop with 3 iterations [-Rpass=loop-unroll]
remark: su3.cpp:215:7: completely unrolled loop with 3 iterations [-Rpass=loop-unroll]
Performance Engineering → Full Unrolling

SU3 Single-Thread Performance
Intel(R) Xeon(R) Gold 6152 CPU @ 2.10GHz

- No unrolling: 923 µs
- Unroll outer: 796 µs
- Unroll inner: 805 µs
- Unroll both: 712 µs
SU3 Single-Thread Performance
Intel(R) Core(TM) i5-9400F CPU @ 2.90GHz

- No unrolling: 895 μs
- Unroll outer: 639 μs
- Unroll inner: 648 μs
- Unroll both: 627 μs
SU3 Single-Thread Performance

AMD EPYC 7532 32-Core Processor

- No unrolling: 809 µs
- Unroll outer: 607 µs
- Unroll inner: 609 µs
- Unroll both: 605 µs
SU3 Offloading Performance
NVIDIA Tesla V100-SXM2-32GB

<table>
<thead>
<tr>
<th>Unrolling</th>
<th>CPU Wall time [µs]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No unrolling</td>
<td>57.8 µs</td>
</tr>
<tr>
<td>Unroll outer</td>
<td>56.7 µs</td>
</tr>
<tr>
<td>Unroll inner</td>
<td>57 µs</td>
</tr>
<tr>
<td>Unroll both</td>
<td>56.7 µs</td>
</tr>
</tbody>
</table>
Performance Engineering → Full Unrolling

Output Verification

$ clang -save-temps

su3-openmp-nvptx64.s

```
mov.u64    %rd70, %rd28;
LBB0_7:
  .pragma "nounroll";
  add.s64     %rd65, %rd67, %rd71;
  ld.global.f32 %f4, [%rd65];
  ld.global.f32 %f5, [%rd70];
  mul.rn.f32  %f6, %f4, %f5;
  add.rn.f32  %f7, %f7, %f6;
  st.global.f32 [%rd29], %f7;
  add.s64     %rd71, %rd71, 4;
  cvt.u32.u64 %r21, %rd71;
  add.s64     %rd70, %rd71, 12;
  setp.eq.s32 %p4, %r21, 12;
@%p4 bra    LBB0_8;
bra.uni     LBB0_7;
```
for (int i = 0; i < m; i++) {
    tmp[i] = 0;

    #pragma omp unroll partial(P)
    for (int j = 0; j < n; j++)
        tmp[i] = tmp[i] + A[i][j] * x[j];

    #pragma omp unroll partial(P)
    for (int j = 0; j < n; j++)
        y[j] = y[j] + A[i][j] * tmp[i];
}
Performance Engineering \rightarrow Partial Unrolling

# atax Unroll Heuristic

```bash
$ clang -O3 -fno-exceptions -march=native \
  -fopenmp -fopenmp-version=51 \
  -fno-unroll-loops -fno-vectorize \
  -Rpass=loop-unroll

#pragma omp unroll
remark: atax.cpp:947:5: unrolled loop by a factor of 8 with run-time trip count [-Rpass=loop-unroll]
remark: atax.cpp:951:5: unrolled loop by a factor of 8 with run-time trip count [-Rpass=loop-unroll]
```
Performance Engineering → Partial Unrolling

**atax Single-Thread Performance**

AMD EPYC 7532 32-Core Processor

---

- partial(1) - 4288 μs
- partial(2) - 3740 μs
- partial(4) - 3735 μs
- partial(8) - 3744 μs
- partial(16) - 3677 μs
- partial(32) - 3623 μs
- partial(64) - 3608 μs
- partial(128) - 3895 μs
- partial(256) - 3901 μs
- partial(512) - 3911 μs

---

CPU User time [μs]
Performance Engineering → Tiling

Polybench 4.2.1b heat-3d
Stencil

```c
#pragma omp parallel
for (int t = 1; t <= steps; t++) {
    #pragma omp for collapse(3)
    #pragma omp tile sizes(P,P,8)
    for (int i = 1; i < n-1; i++)
        for (int j = 1; j < n-1; j++)
            for (int k = 1; k < n-1; k++)
                B[i][j][k] = A[i][j][k] +
                0.125 * (A[i+1][j][k] - 2.0 * A[i][j][k] + A[i-1][j][k]) +
                0.125 * (A[i][j+1][k] - 2.0 * A[i][j][k] + A[i][j-1][k]) +
                0.125 * (A[i][j][k+1] - 2.0 * A[i][j][k] + A[i][j][k-1]);

    /* again with A and B swapped */
}
```

- steps = 6
- n = 400
- double precision
heat-3d Multi-Thread Performance

Intel(R) Core(TM) i5-9400F CPU @ 2.90GHz (6 cores, 6 threads)

CPU Wall time [ms]
**heat-3d Multi-Thread Performance**

Intel(R) Core(TM) i5-9400F CPU @ 2.90GHz (6 cores, 6 threads)

![Bar chart showing performance timings for different tiling sizes.](image)
Complete Tiles

```c
#pragma omp for schedule(static,1) collapse(2)
#pragma omp tile sizes(2,2)
for (int j = 1; j <= 4; ++j)
    for (int i = 1; i <= 6; ++i)
```

```c
#pragma omp for schedule(static,4) collapse(2)
for (int j = 1; j <= 4; ++j)
    for (int i = 1; i <= 6; ++i)
```
Performance Engineering → Tiling

**heat-3d Offloading Performance**

NVIDIA Tesla V100-SXM2-32GB

![CPU Wall time chart](chart.png)

- dist_schedule(static) - 108 ms
- sizes(1,1,8) - 105 ms
- sizes(2,2,8) - 53.2 ms
- sizes(3,3,8) - 38.9 ms
- sizes(4,4,8) - 32.4 ms
- sizes(5,5,8) - 30.5 ms
- sizes(6,6,8) - 31 ms
- sizes(7,7,8) - 32.7 ms
- sizes(8,8,8) - 33.7 ms
- sizes(16,16,8) - 41.1 ms
- sizes(32,32,8) - 46.1 ms
- sizes(64,64,8) - 55 ms
- sizes(128,128,8) - 139 ms
- sizes(256,256,8) - 439 ms
- sizes(512,512,8) - 1014 ms
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Summary

- New in OpenMP 5.1: Loop Transformations
- Available in Clang 13
- Google Benchmark for Microbenchmarking
  - Full unrolling to remove loop overhead
  - Partial unrolling to reduce loop overhead
  - Tiling for memory access locality
- Outcome depends on processor architecture
Possible Extensions for OpenMP 6.0

Additional Transformations
- Loop interchange
- Loop fission/fusion
- Peeling
- Loop unswitching
- Space-filling curves

Auxiliary Transformations
- Nestify
- Rectangify
- Collapse

More Clauses
- Control over remainder loops
- Enable safety checks

Compose Non-Outermost Generated Loops
- Loop identifiers
- apply clause
  ```
  #pragma omp tile apply(floor: parallel for) \ 
  apply(tile : simd)
  for (int i = 0; i < n; ++i)
  Body(i);
  ```

Semantics/Optimization Hints
- Assumptions:
  “ivdep”, parallelizable, interchangeable, ...
- Expectations:
  loop trip count, hot/cold/dead, ...
OpenMP API specs, forum, reference guides, and more

Videos and PDFs of OpenMP SC’21 presentations
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