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Performance Portabllity

A Changing Computer Architectures : Changes on the HPC facilities. Heterogeneous multi -
node systems that uses accelerators such as GPUs together with CPUs have been taken
lead in providing performance for many different type of applications.
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OLCF Supercomputing Platforms
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A OLCF Summit supercomputer :an IBM AC 922 A Upcoming Frontier: Single AMD EPYCCPU with 4
system consisting of 4608 large nodes each AMD Radeon Instinct GPUs with AMD Infinity
with six NVIDIA Volta V100 GPUs and two Fabric links and coherent memory between
POWERS CPU sockets providing 42 usable them within the node. The nodes are
cores per node . connected with  a Slingshot interconnect

network port for every GPU (100 GB/s

aggregate network bandwidth .)
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TF 42 TF (6x7 TF) -4—» HBM/DRAM Bus (aggregate B/W)
HBM 96 GB (6x16 GB) ~-—» NVLINK
DRAM 512 GB (2x16x16 GB) -4—» X-Bus (SMP)
NET 25 GB/s (2x12.5 GB/s) PCle Gen4
MMsg/s 83 --—» EDRIB

HBM & DRAM speeds are aggregate (Read+Write).
All other speeds (X-Bus, NVLink, PCle, IB) are bi-directional.
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Portablility for Migration

Migration Path from Summit to Frontier

Summit

Frontier

Comments

CUDA C/C++

HIP C/C++

HIP provides tools to help port existing CUDA codes
to the HIP layer. HIP is not intended to be a drop-in re-
placement for CUDA, and developers should expect to
do some manual coding and performance tuning work

to complete the port.

CUDA

OpenACC

OpenMP (offload)

OpenACC codes can be migrated to
OpenMP (offload) for Frontier.
Direct support for OpenACC on Frontier
is still under discussion.

OpenMP (offload)

OpenMP (offload)

Virtually the same on Summit and Frontier

Kokkos
OpenMP offload

FORTRAN w/CUDA C/C++

FORTRAN w/HIP C/C++

As with CUDA, this will require interfaces
to the C/C++ API calls

HIP

CUDA FORTRAN

FORTRAN w/HIP C/C++

As with CUDA, this will require interfaces
to the C/C++ APl calls
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miniMDock

A How it was born:

d AutoDock -GPU: The COVID-19 pandemic has fueled a flurry of activity in
computational drug discovery, including the use of supercomputers and
GPU acceleration for massive virtual screens for therapeutics.

6 miniAutoDock : Performance portability evaluation -
especially relevant as facilities transition from petascale systems and
prepare for upcoming exascale system.

8 miniMDock : ECP proxy app,
https://proxyapps.ex ascaleproject.org/app/minimdock

d https://www.osti.gov/doecode/biblio/70713

Enamine Database:
https://enamine.net

AutoDock -GPU

~ miniMDock
A A set of protein and ligands /A A singl o d ligand )
A Choosable local searching methods: A Single protein and figan
ADADELTA. Soliswets. etc. SolisWets local searching method.
A OpenCL anc’l CUDA ve’rsions A CUDA, HIP, Kokkos , OpenMP offload
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https://proxyapps.exascaleproject.org/app/minimdock
https://www.osti.gov/doecode/biblio/70713

miniMDock : Design and Structure

miniMDock A Preloaded ligand -protein grids

e Offload A Common CPU based
code

DRI coemorues 4 Dociing on GPU
-_- A Package of device codes

g+ hipcc, CC, cce,rocm, clang, xIC, clang, Ealas A CUDA; HIP kernels
- : S I A Kokkos framework
c++ library rocm library cuda library Vender Interface A OpenMP Ofﬂoad

miniMDock : Software stack

A Targeting systems
A NVIDIA GPU 8 Evaluating on Summit
A AMD GPU § Evaluating on the Cray Frontier Center of Excellence and SPOCK
A Frontier
A Intel GPU
A The CUDA version was heavily optimized, including hardware -level optimizations
and warp -level primitives.
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miniMDock : Algorithm
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Processing o )
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{ Initial Population || Init Kernel
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Translating CUDA to HIP

A Porting Highly Optimized Kernels:

o Porting low level, architecture specific warp -level CUDA optimizations to a different
architecture isa challenging task due to the very nature of such optimizations .

d NVIDIA GPU with warp size 32 to AMD -GCN GPU with wavefront size 64

A Available/Evolving features :
o Differences iIn low level intrinsics and details, availability and semantics of shuffle
operations .

0 The available warp vote (_any) and shuffle (_shfl ) functions in AMD cannot be
directly mapped to functions in new CUDA versions because they have been

deprecated in CUDA 9.0 for all NVIDIA devices .

A Need of Two Versions:

o0 Portable code with optimized low-level kernels will necessitate the development
and maintenance of two versions of the kernels, even though HIP can provide a
functionally portable implementation that can run on both NVIDIA and AMD GPUs

systems.
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TranSIating CU DA tO HIP - it requires manual translation

A Architecture specific optimization

#define REDUCEINTEGERSUM(value, pAccumulator) \
if (hipThreadldx_x == 0) { *pAccumulator = 0; } \
__threadfence (); \
__syncthreads (); \
if (__any(value != 0)) { \
uint32_t tgx = hipThreadldx_x & cData.warpmask;

\

value += __shfl( value, tgx ~ 1);\
value += __shfl( value, tgx ~ 2);\
value += __shfl( value, tgx ~ 4);\
value += __shfl( value, tgx = 8);\
value += __shfl( value, tgx ~ 16);\

value += __shfl( value, tgx 32);\

it (tgx = 0) {\
atomicAdd (pAccumulator, value); } \

A
__threadfence (); \

__syncthreads (); \
value = sxpAccumulator; \
__syncthreads () ;

CUDA warp -level reduction HIP wavefront -level reduction
warp size: 32 wavefront size: 64
warp mask: 31 (11111) wavefront mask: 63(111111)
warp bits: 5 wavefront bits: 6

Four 16-wide SIMD vectors
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