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ÅDiversity in computer architecture for HPC

Performance Portability

Intel® Xeon® Scalable processor 
ŀŎŎŜƭŜǊŀǘŜŘ ōȅ LƴǘŜƭΩǎ ·Ŝcompute 
architecture.
>=1 EF

Å Changing Computer Architectures : Changes on the HPC facilities. Heterogeneous multi -
node systems that uses accelerators such as GPUs together with CPUs have been taken 
lead in providing performance for many different type of applications.

Leonardo: NVIDAI Ampere 
architecture-based GPUs and NVIDIA® 
Mellanox® HDR 200Gb/s InfiniBand 
networking. 
10 EF of AI Performance

AMD Radeon Instinct GPUs. 
> 1.5 EF

Exascale systems é
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OLCF Supercomputing Platforms

Å OLCF Summit supercomputer : an IBM AC 922

system consisting of 4608 large nodes each

with six NVIDIA Volta V100 GPUs and two

POWER9 CPU sockets providing 42 usable

cores per node .
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Å Upcoming Frontier : Single AMD EPYCCPU with 4

AMD Radeon Instinct GPUs with AMD Infinity

Fabric links and coherent memory between

them within the node . The nodes are

connected with a Slingshot interconnect

network port for every GPU (100 GB/s

aggregate network bandwidth .)
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Portability for Migration

Kokkos

OpenMP offload

CUDA

HIP

https:// www.olcf.ornl.gov /frontier/
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Å How it was born:

ð AutoDock -GPU: The COVID -19 pandemic has fueled a flurry of activity in 

computational drug discovery, including the use of supercomputers and 

GPU acceleration for massive virtual screens for therapeutics.

ð miniAutoDock : Performance portability evaluation -

especially relevant as facilities transition from petascale systems and 

prepare for upcoming exascale system.

ð miniMDock : ECP proxy app, 

https://proxyapps.ex ascaleproject.org/app/minimdock

ð https://www.osti.gov/doecode/biblio/70713

ð

miniMDock

Å A set of protein and ligands
Å Choosable local searching methods: 

ADADELTA, Solis-wets, etc.
Å OpenCL and CUDA versions, 

OpenMP offload

Å A single protein and ligand
Å Solis-Wets local searching method.
Å CUDA, HIP, Kokkos , OpenMP offload , 

C++ Std -par 

Enamine Database:

https://enamine.net

rcsb.org : 7cpa

AutoDock -GPU
miniMDock

https://proxyapps.exascaleproject.org/app/minimdock
https://www.osti.gov/doecode/biblio/70713
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miniMDock : Design and Structure

ÅTargeting systems

ÅNVIDIA GPU ðEvaluating on Summit

ÅAMD GPU ðEvaluating on the Cray Frontier Center of Excellence and SPOCK

ÅFrontier
Å Intel GPU

ÅThe CUDA version was heavily optimized, including hardware -level optimizations 
and warp -level primitives. 

ÅPreloaded ligand -protein grids

ÅCommon CPU based 

code

ÅDocking on GPU

ÅPackage of device codes
ÅCUDA, HIP kernels

ÅKokkos framework

ÅOpenMP offload

Åé

miniMDock : Software stack
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miniMDock : Algorithm

Å Initial and final data on CPU

ÅComputing on GPU

ÅFour GPU Kernels

ÅLamarckian GA

ÅRandom Optimizer 

ðSolis-Wets

Å Iterative method

ÅHeavy worker - LS-Kernel

ÅMultiple runs

ÅBest scoring pose



99 ACM BCB 2020 September 21 -24

ÅPorting Highly Optimized Kernels :

ð Porting low level, architecture specific warp -level CUDA optimizations to a different
architecture isa challenging task due to the very nature of such optimizations .

ð NVIDIA GPU with warp size 32 to AMD -GCN GPU with wavefront size 64

ÅAvailable/Evolving features :

ð Differences in low level intrinsics and details, availability and semantics of shuffle
operations .

ð The available warp vote (_any ) and shuffle (_shfl ) functions in AMD cannot be
directly mapped to functions in new CUDA versions because they have been
deprecated in CUDA 9.0 for all NVIDIA devices .

ÅNeed of Two Versions :

ð Portable code with optimized low -level kernels will necessitate the development
and maintenance of two versions of the kernels, even though HIP can provide a
functionally portable implementation that can run on both NVIDIA and AMD GPUs
systems.

Translating CUDA to HIP
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Translating CUDA to HIP - it requires manual translation

CUDA warp -level reduction HIP wavefront -level reduction

warp size: 32
warp mask: 31 (11111)
warp bits: 5

wavefront size: 64
wavefront mask: 63(111111)
wavefront bits: 6

Å Architecture specific optimization

Four 16-wide SIMD vectors


