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1 Overview of the OpenMP API1

The collection of compiler directives, library routines, and environment variables that this2
document describes collectively define the specification of the OpenMP Application Program3
Interface (OpenMP API) in C, C++ and Fortran programs. This specification provides a model for4
parallel programming that is portable across architectures from different vendors. Compilers from5
numerous vendors support the OpenMP API. More information about the OpenMP API can be6
found at the following web site: https://www.openmp.org.7

The directives, library routines, environment variables, and tool support that this document defines8
allow users to create, to manage, to debug and to analyze parallel programs while permitting9
portability. The directives extend the C, C++ and Fortran base languages with single program10
multiple data (SPMD) constructs, tasking constructs, device constructs, work-distribution11
constructs, and synchronization constructs, and they provide support for sharing, mapping and12
privatizing data. The functionality to control the runtime environment is provided by library13
routines and environment variables. Compilers that support the OpenMP API often include14
command line options to enable or to disable interpretation of some or all OpenMP directives.15

1.1 Scope16

The OpenMP API covers only user-directed parallelization, wherein the programmer explicitly17
specifies the actions to be taken by the compiler and runtime system in order to execute the program18
in parallel. OpenMP-compliant implementations are not required to check for data dependences,19
data conflicts, race conditions, or deadlocks. Compliant implementations also are not required to20
check for any code sequences that cause a program to be classified as non-conforming. Application21
developers are responsible for correctly using the OpenMP API to produce a conforming program.22
The OpenMP API does not cover compiler-generated automatic parallelization.23

1.2 Glossary24

construct se-
lector set

A selector sets that may match the construct trait set. 249, 252–254, 260

device selector
set

A selector sets that may match the device trait set. 252–254

implementation
selector set

A selector sets that may match the implementation trait set. 252–254
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target_device
selector set

A selector sets that may match the target device trait set. 252–254

user selector set A selector sets that may match traits in the dynamic trait set. 252, 254
accessible device The host device or any non-host device accessible for execution. 62, 80,

290
acquire flush A flush that has the acquire flush property. 32, 36, 49–51, 417, 420,

422–425
acquire flush
property

A flush with the acquire flush property orders memory operations that
follow the flush after memory operations performed by a different thread
that synchronizes with it. 3, 18, 420

active level An active parallel region that encloses a given region at some point in the
execution of an OpenMP program. The number of active levels is the
number of active parallel regions that encloses the given region. 3, 36,
465, 466, 734

active parallel
region

A parallel region comprised of implicit tasks that are being executed by a
team to which multiple threads are assigned. 3, 38, 58, 59, 74, 154, 155,
460, 466, 469, 733

active target re-
gion

A target region that is executed on a device other than the device that
encountered the target construct. 67

address range The addresses of a contiguous set of storage locations. 13, 18, 25, 29, 35,
501

address space A collection of logical, virtual, or physical memory address ranges that
contain code, stack, and/or data. Address ranges within an address space
need not be contiguous. An address space consists of one or more
segments. 3, 18, 28, 33, 40, 289, 501, 567, 568, 676, 681, 682, 684, 702

address space con-
text

A tool context that refers to an address space within an OpenMP process.
676

address space
handle

A handle that refers to an address space within an OpenMP process. 675,
705

affected loop nest The subset of canonical loop nests of an associated loop sequence that are
selected by the looprange clause. 146, 300, 307

aggregate variable A variable, such as an array or structure, composed of other variables. For
Fortran, a variable of character type is considered an aggregate variable.
3, 15, 19, 30, 34, 39, 41, 46, 105, 155, 223, 359, 733

all tasks All tasks participating in the OpenMP program. 8, 189, 233, 238
all threads All OpenMP threads participating in the OpenMP program. A specific

usage of the term may be explicitly limited to all threads on a given device
or OpenMP thread pool. 3, 8, 47, 52, 169, 415

allocator A memory allocator. 3, 237–243, 245–247, 287, 381
allocator trait A trait of an allocator. 237–239
ancestor thread For a given thread, its parent thread or one of the ancestor threads of its

parent thread. 3, 468, 469, 487, 747

CHAPTER 1. OVERVIEW OF THE OPENMP API 3



array element A single member of an array as defined by the base language. 4, 184, 204,
205

array item An array, an array section, or an array element. 448
array section A designated subset of the elements of an array that is specified using a

subscript notation that can select more than one element. 4, 6, 7, 12, 26,
34, 81, 104, 107–109, 174–176, 178, 179, 181, 184, 185, 190, 191, 195,
204, 205, 213, 214, 217, 218, 220, 225, 227, 429, 430

assigned list item A list item to which assignment is performed as the result of a
data-motion clause. 228–230

assigned thread A thread that has been assigned an implicit task of a parallel region. 30,
37, 38, 42, 43, 459

associated device The associated device of a memory allocator is the device that is specified
when the memory allocator is created; If the associated memory space is a
predefined memory space, the associated device is the current device. 4,
46

associated itera-
tion

A logical iteration of the associated loops of a loop-nest-associated
directive. 33, 303, 339

associated itera-
tion space

The logical iteration space of the associated loops of a
loop-nest-associated directive. 340, 347

associated loop A loop from a canonical loop nest or a DO CONCURRENT loop in Fortran
that is controlled by a given loop-nest-associated directive. 4, 10, 22–24,
33, 41, 96, 140–144, 149–151, 163, 168, 171, 190, 203, 299–301,
303–305, 349, 360, 363, 364, 434

associated loop
sequence

The associated canonical loop sequence of a loop-sequence-associated
directive. 3, 146, 300

associated mem-
ory space

The associated memory space of a memory allocator is the memory space
that is specified when the memory allocator is created. 4, 26, 237, 239

assumed-size ar-
ray

For C/C++, an array section for which the number of array elements is
assumed.
For Fortran, an assumed-size array in the base language. 4, 42, 107, 109,
150, 151, 160, 174, 176, 212, 213, 218, 219

assumption direc-
tive

A directive that provides invariants that specify additional information
about the expected properties of the program that can optionally be used
for optimization. An implementation may ignore this information without
altering the behavior of the program. 4, 291, 294

assumption scope The scope for which the invariants specified by an assumption directive
must hold. 291–298

async signal safe The guarantee that interruption by signal delivery will not interfere with a
set of operations. An async signal safe runtime entry point is safe to call
from a signal handler. 4, 600, 624, 642, 643, 645, 646, 649, 651–653

atomic captured
update

An atomic update operation that is specified by an atomic construct on
which the capture clause is present. 131, 412, 416
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atomic conditional
update

An atomic update operation that is specified by an atomic construct on
which the compare clause is present. 129, 412, 413, 416–419

atomic operation An operation that is specified by an atomic construct or is implicitly
performed by the OpenMP implementation and that atomically accesses
and/or modifies a specific storage location. 5, 31–33, 47, 49–52, 215, 216,
239, 391, 417–419, 423

atomic read An atomic operation that is specified by an atomic construct on which
the read clause is present. 128, 410, 416

atomic scope The set of threads that may concurrently access or modify a given storage
location with atomic operations, where at least one of the operations
modifies the storage location. 47, 51, 239, 415

atomic update An atomic operation that is specified by an atomic construct on which
the update clause is present. 4, 5, 129, 410, 412, 416, 417, 419

atomic write An atomic operation that is specified by an atomic construct on which
the write clause is present. 129, 411, 416

attach-ineligible A pointer variable for which pointer attachment may not be performed.
214

attached pointer A pointer variable in a device data environment that, as a result of a
mapping operation, becomes the base pointer of a given data entity that
also exists in the device data environment. 30, 216, 220, 227, 228, 381

barrier A point in the execution of a program encountered by a team, beyond
which no thread in the team may execute until all threads in the team have
reached the barrier and all explicit tasks generated for execution by the
team have executed to completion. If cancellation has been requested,
threads may proceed to the end of the canceled region even if some
threads in the team have not reached the barrier. 5, 18, 20, 43–45, 207,
310, 327, 329–335, 339, 346, 366, 367, 396, 398, 399, 403, 417, 421–423,
441, 595

base address If a data entity has a base pointer, the address of the first storage location
of the implicit array of its base pointer; otherwise, if the data entity has a
base variable, the address of the first storage location of its base variable;
otherwise, the address of the first storage location of the data entity. 18,
174, 176, 213
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base array For C/C++, a containing array of a given lvalue expression or array
section that does not appear in the expression of any of its other
containing arrays.
For Fortran, a containing array of a given variable or array section that
does not appear in the designator of any of its other containing arrays.

COMMENT: For the array section
(*p0).x0[k1].p1->p2[k2].x1[k3].x2[4][0:n], where identifiers
pi have a pointer type declaration and identifiers xi have an
array type declaration, the base array is:
(*p0).x0[k1].p1->p2[k2].x1[k3].x2.

6, 448
base expression The base array of a given array section or array element, if it exists;

otherwise, the base pointer of the array section or array element.
COMMENT: For the array section
(*p0).x0[k1].p1->p2[k2].x1[k3].x2[4][0:n], where identifiers
pi have a pointer type declaration and identifiers xi have an
array type declaration, the base expression is:
(*p0).x0[k1].p1->p2[k2].x1[k3].x2.
More examples for C/C++:

• The base expression for x[i] and for x[i:n] is x, if x is an
array or pointer.

• The base expression for x[5][i] and for x[5][i:n] is x, if x
is a pointer to an array or x is 2-dimensional array.

• The base expression for y[5][i] and for y[5][i:n] is y[5],
if y is an array of pointers or y is a pointer to a pointer.

Examples for Fortran:
• The base expression for x(i) and for x(i:j) is x.

6, 108, 109, 175, 176, 185, 210, 213, 214
base function A function that is declared and defined in the base language. 14, 32, 41,

252, 253, 259–266
base language A programming language that serves as the foundation of the OpenMP

specification.
Section 1.7 lists the current base languages for the OpenMP
API.

2, 4, 6–8, 16, 19, 28, 30, 31, 33, 35, 36, 42, 45, 46, 51, 54–56, 90, 93, 94,
97, 98, 105, 107, 108, 110, 122–124, 128, 134, 139, 140, 153, 159, 176,
177, 185, 186, 195, 197, 200, 211, 214, 225, 226, 240–242, 246, 247, 261,
264, 266, 291, 336, 388, 416, 436, 733

base language
thread

A thread of execution that defines a single flow of control within the
program and that may execute concurrently with other base language
threads, as specified by the base language. 6, 45
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base pointer For C/C++, an lvalue pointer expression that is used by a given lvalue
expression or array section to refer indirectly to its storage, where the
lvalue expression or array section is part of the implicit array for that
lvalue pointer expression.
For Fortran, a data pointer that appears last in the designator for a given
variable or array section, where the variable or array section is part of the
pointer target for that data pointer.

COMMENT: For the array section
(*p0).x0[k1].p1->p2[k2].x1[k3].x2[4][0:n], where identifiers
pi have a pointer type declaration and identifiers xi have an
array type declaration, the base pointer is:
(*p0).x0[k1].p1->p2.

5–7, 13, 26, 150, 176, 191, 195, 214–216, 218, 219, 379, 447, 448
base program A program written in a base language. 28, 122
base variable For a given data entity that is a variable or array section, a variable

denoted by a base language identifier that is either the data entity or is a
containing array or containing structure of the data entity.

COMMENT:
Examples for C/C++:

• The data entities x, x[i], x[:n], x[i].y[j] and x[i].y[:n],
where x and y have array type declarations, all have the
base variable x.

• The lvalue expressions and array sections p[i], p[:n],
p[i].y[j] and p[i].y[:n], where p has a pointer type and
p[i].y has an array type, has a base pointer p but does
not have a base variable.

Examples for Fortran:
• The data objects x, x(i), x(:n), x(i)%y(j) and x(i)%y(:n),

where x and y have array type declarations, all have the
base variable x.

• The data objects p(i), p(:n), p(i)%y(j) and p(i)%y(:n),
where p has a pointer type and p(i)%y has an array type,
has a base pointer p but does not have a base variable.

• For the associated pointer p, p is both its base variable
and base pointer.

5, 7, 155, 176, 209, 210, 219, 380, 447, 448
binding implicit
task

The implicit task of the current team assigned to the encountering thread.
8, 20, 66, 315
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binding region The enclosing region that determines the execution context and limits the
scope of the effects of the bound region is called the binding region. The
binding region is not defined for regions for which the binding thread set
is all threads or the encountering thread, nor is it defined for regions for
which the binding task set is all tasks. 8, 29, 44, 144, 337, 348–350, 396,
433, 436, 440, 444, 468, 476, 477

binding task set The set of tasks that are affected by, or provide the context for, the
execution of a region. The binding task set for a given region can be all
tasks, the current team tasks, all tasks in the contention group, all tasks of
the current team that are generated in the region, the binding implicit task,
or the generating task. 8, 64, 267, 373, 374, 376, 378, 383, 387, 399, 404,
466, 486, 487, 511, 513

binding thread set The set of threads that are affected by, or provide the context for, the
execution of a region. The binding thread set for a given region can be all
threads on a specified set of devices, all threads that are executing tasks in
a contention group, all primary threads that are executing the initial tasks
of an enclosing teams region, the current team, or the encountering
thread. 8, 29, 41, 44, 166, 169, 309, 319, 323, 324, 327, 329–332, 334,
337–339, 345, 348–350, 352, 356, 360, 361, 394, 396, 401, 404, 415–417,
420, 427, 434, 435, 440, 441, 444, 468, 469, 476, 477, 746

bounds-
independent loop

For a structured block sequence, an enclosed canonical loop nest where
none of its loops have loop bounds that depend on the execution of a
preceding executable statement in the sequence. 145

C pointer For C/C++, a base language pointer variable.
For Fortran, a variable of type C_PTR. 16, 174

callback A tool callback. 8, 32, 53, 54, 187, 218, 275, 281, 311, 320, 328, 330,
332–334, 336, 338, 340, 346, 357, 361, 362, 372, 373, 375, 377, 380, 384,
395, 397–400, 402, 418, 421, 430, 433, 435, 442, 512, 561, 562, 566, 571,
573, 576, 580, 581, 667, 681

callback dispatch Callback dispatch processes a registered callback when an associated
event occurs in a manner consistent with the return code provided when a
first-party tool registered the callback. 8, 581, 659

callback registra-
tion

Callback registration provides a tool callback to an OpenMP
implementation to enable callback dispatch. 8, 32, 569, 571

cancellable con-
struct

A construct that has the cancellable property. 8, 439, 440, 444

cancellable prop-
erty

The property that a construct is a cancellable construct. 8, 309, 332, 341,
342, 399, 439

cancellation An action that cancels (that is, aborts) a region and causes executing
implicit tasks or explicit tasks to proceed to the end of the canceled
region. 5, 9, 45, 329, 396–398, 422, 425, 439–444
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cancellation point A point at which implicit tasks and explicit tasks check if cancellation has
been requested. If cancellation has been observed, they perform the
cancellation. 40, 45, 59, 396, 398, 422, 425, 440–444

candidate A replacement candidate. 255, 259
canonical frame
address

An address associated with a procedure frame on a call stack that was the
value of the stack pointer immediately prior to calling the procedure for
which the frame represents the invocation. 597

canonical loop
nest

A loop nest that complies with the rules and restrictions defined in
Section 5.4.1. 3, 4, 8, 9, 17, 19, 22–24, 95, 134–136, 139, 140, 142, 145,
146, 168, 202, 299, 300, 303, 307, 344

canonical loop
sequence

A sequence of canonical loop nests that complies with the rules and
restrictions defined in Section 5.4.6. 4, 19, 23, 24, 95, 135, 145, 146, 300,
744, 746

child task A task is a child-task of its generating task region. The region of a child
task is not part of its generating task region. 9, 15, 18, 34, 37, 401, 423

chunk A contiguous non-empty subset of the collapsed iterations of a
loop-collapsing construct. 339, 343–346, 348, 360, 451

class type For C++, variables declared with one of the class, struct, or union
keywords. 155, 159, 160, 165, 166, 168, 169, 182, 186, 191, 206–208,
217, 219, 381

clause A mechanism to specify customized directive behavior. xix, 3–5, 9, 10,
12–15, 17, 24, 26, 27, 30–33, 43, 45, 46, 48, 59, 62, 65, 67–69, 90, 91, 93,
94, 99–106, 109–112, 120–122, 140–144, 146, 148–152, 154, 155,
158–166, 168, 169, 171–177, 181, 184–186, 188–233, 235, 236, 241–247,
250, 252, 253, 255–296, 299–309, 312–315, 318, 319, 321–324, 326–335,
339, 343–356, 359–361, 363, 364, 369–371, 373–384, 387–391, 393, 395,
401–423, 425–430, 432–439, 441–443, 446–448, 451, 470, 514, 744–746,
748, 749, 757

clause group A clause set for which restrictions or properties related to their use on all
directives are specified. 272, 285, 292, 405, 409, 411, 437, 439, 746

clause set A set of clauses for which restrictions on their use or other properites of
their use on a given directive are specified. 9, 148, 285, 292, 361

clause-list trait A trait that is defined with properties that match the clauses that may be
specified for a given directive. 249, 250, 252

closely nested con-
struct

A construct nested inside another construct with no other construct nested
between them. 336, 338, 350, 442–444

closely nested re-
gion

A region nested inside another region with no parallel region nested
between them. 29, 194, 329, 351, 442, 444

code block A contiguous region of memory that contains code of an OpenMP
program to be executed on a device. 372

collapsed iteration A logical iteration of the collapsed loops of a loop-collapsing construct. 9,
10, 22, 33, 41, 158, 171, 172, 182, 195, 202–204, 323, 324, 327, 339, 340,
343–346, 348, 349, 360, 423, 436, 451
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collapsed iteration
space

The logical iteration space of the collapsed loops of a loop-collapsing
construct. 142, 203, 326, 343, 348

collapsed logical
iteration

A collapsed iteration. 142, 158

collapsed loop For a loop-collapsing construct, the outermost associated loop or one that
is controlled by the collapse clause. 9, 10, 23, 142, 158, 171, 324, 325,
339, 344–346, 348, 349, 361

collective step ex-
pression

An expression in terms of a step expression and a collector that eliminates
recursive calculation in an induction operation. 10, 22, 182

collector A binary operator used to eliminate recursion in an induction operation.
10, 22, 202

collector expres-
sion

A OpenMP stylized expression that evaluates to the value of the collective
step expression of a collapsed iteration. 21, 182–184, 200, 202

combined con-
struct

A construct that corresponds to a combined directive. 10, 11, 22, 34, 120,
190, 249, 292, 319, 321, 323, 436, 446–448

combined direc-
tive

A directive that is a shortcut for specifying one directive immediately
nested inside another directive. A combined directive is semantically
identical to explicitly specifying the first directive containing one instance
of the second directive and no other statements. 10, 11, 101, 292, 447, 449

combined target
construct

A combined construct that is composed of a target construct along
with another construct. 209, 210, 448

combiner expres-
sion

An OpenMP stylized expression that specifies how a reduction combines
partial results into a single value. 31, 178, 179, 185, 186, 198, 203

compatible con-
text selector

The context selector that matches the OpenMP context in which a
directive is encountered. 254–256, 259

compatible map
type

A map type that is consistent with data-motion attribute of a given
data-motion clause. 227, 229, 230

compilation unit For C/C++, a translation unit.
For Fortran, a program unit. 15, 48, 95, 156, 157, 221, 234, 242, 243, 245,
284–286, 291, 297, 381

compile-time er-
ror termination

Error termination preformed during compilation. 45, 285, 314

compliant imple-
mentation

An implementation of the OpenMP specification that compiles and
executes any conforming program as defined by the specification. A
compliant implementation may exhibit unspecified behavior when
compiling or executing a non-conforming program. 2, 10, 14, 20, 40, 44,
54, 56, 76, 77, 90, 344, 417, 667

composite con-
struct

A construct that corresponds to a composite directive. 11, 22, 34, 120,
190, 202, 249, 292, 319, 321, 436, 446, 447, 451
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composite direc-
tive

A directive that is composed of two (or more) directives but does not have
identical semantics to specifying one of the directives immediately nested
inside the other. A composite directive either adds semantics not included
in the directives from which it is composed or provides an effective
nesting of the one directives inside the other that would otherwise be
non-conforming. 10, 11, 101, 292, 447, 449

conforming device
number

A device number that may be used in a conforming program. 46, 237, 370

conforming pro-
gram

An OpenMP program that follows all rules and restrictions of the
OpenMP specification. 2, 10, 11, 27, 28, 40, 42, 54, 255, 300, 344

constituent con-
struct

For a given combined construct or composite construct, a construct from
which it, or any one of its constituent constructs, is composed. 11, 22, 34,
120, 190, 191, 447

constituent direc-
tive

For a given combined directive or composite directive, a construct from
which it, or any one of its constituent directives, is composed. 11, 101

construct An executable directive and its paired end directive (if any) and the
associated structured block (if any) not including the code in any called
procedures. That is, the lexical extent of an executable directive. 2–5,
8–12, 14–30, 32–46, 54, 59, 60, 63, 65–68, 74, 91, 94, 96, 103–105, 111,
120–122, 130, 131, 141, 143, 144, 148–152, 154, 155, 158, 159, 161–163,
165, 166, 168, 169, 171, 173–177, 186, 188–191, 193–195, 202, 203, 207,
209, 210, 212–219, 223–225, 227, 241, 245–247, 249, 262, 263, 267–271,
286–288, 292, 293, 295, 296, 301, 303, 305, 307–312, 319–324, 327, 330,
331, 333–339, 341–343, 345–356, 359–362, 364, 369–384, 386, 387, 390,
391, 393–397, 399–418, 420–430, 432–437, 439–448, 451, 514, 566, 595,
598, 675, 710, 746, 748, 751, 757

construct trait set The trait set that consists of all enclosing constructs at a given point in an
OpenMP program up to a target construct. 2, 13, 249, 250, 252, 254,
270
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containing array For C/C++, a non-subscripted array (a containing array) to which a series
of zero or more array subscript operators and/or . (dot) operators are
applied to yield a given lvalue expression or array section for which
storage is contained by the array.
For Fortran, an array (a containing array) without the POINTER attribute
and without a subscript list to which a series of zero or more array
subscript operators and/or component selectors are applied to yield a
given variable or array section for which storage is contained by the array.

COMMENT: An array is a containing array of itself. For the
array section (*p0).x0[k1].p1->p2[k2].x1[k3].x2[4][0:n],
where identifiers pi have a pointer type declaration and
identifiers xi have an array type declaration, the containing
arrays are: (*p0).x0[k1].p1->p2[k2].x1 and
(*p0).x0[k1].p1->p2[k2].x1[k3].x2.

6, 7, 12, 106, 215, 218, 219
containing struc-
ture

For C/C++, a structure to which a series of zero or more . (dot) operators
and/or array subscript operators are applied to yield a given lvalue
expression or array section for which storage is contained by the structure.
For Fortran, a structure to which a series of zero or more component
selectors and/or array subscript selectors are applied to yield a given
variable or array section for which storage is contained by the structure.

COMMENT: A structure is a containing structure of itself.
For C/C++, a structure pointer p to which the -> operator
applies is equivalent to the application of a . (dot) operator to
(*p) for the purposes of determining containing structures.
For the array section
(*p0).x0[k1].p1->p2[k2].x1[k3].x2[4][0:n], where identifiers
pi have a pointer type declaration and identifiers xi have an
array type declaration, the containing structures are:
*(*p0).x0[k1].p1, (*(*p0).x0[k1].p1).p2[k2] and
(*(*p0).x0[k1].p1).p2[k2].x1[k3]

7, 12, 215, 218, 219
contention group All implicit tasks and their descendent tasks that are generated in an

implicit parallel region, R, and in all nested regions for which R is the
innermost enclosing implicit parallel region. 8, 23, 28, 33, 35, 42–45, 59,
60, 71, 82, 233, 238, 289, 309, 313, 318, 371, 394, 415

context selector The specification of an OpenMP context in which a construct is
encountered for use in clauses and modifiers. 10, 17, 35, 251–256,
259–261, 265, 266, 284

context-matching
construct

A construct that has the context-matching property. 252
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context-matching
property

The property that a directive adds a trait of the same name to the construct
trait set of the current OpenMP context. 12, 267, 309, 319, 324, 341, 342,
378

corresponding
base pointer ini-
tialization

For a given data entity that has a base pointer, an assignment to the base
pointer such that any lexical reference to the data entity or a subobject of
the data entity in a target region refers to its corresponding data entity
or subobject in the device data environment. 216, 379

corresponding list
item

A list item in a device data environment that corresponds to an original
list item. 13, 24, 176, 212, 215–217, 219–221, 227–229, 274, 291, 378,
383, 745

corresponding
pointer

A corresponding list item for which the an original list item may be used
as a base pointer. 29, 215, 220

corresponding
storage

An address range in a device data environment that corresponds to, but
may be distinct from, an address range in the device data environments of
the encountering device. 13, 25, 30, 33, 174, 213, 214, 216, 217, 219, 228

corresponding
storage block

A storage block that is used as corresponding storage. 47, 48, 215, 216

current device The device on which the current task is executing. 20, 47, 49, 58, 370
current task For a given thread, the task corresponding to the task region that it is

executing. 13, 17, 20, 212, 262, 399, 401, 460, 466, 487
current task re-
gion

The region that corresponds to the current task. 44, 324, 396, 401, 440,
441

current team All threads in the team executing the innermost enclosing parallel
region. 8, 29, 33, 38, 60, 152, 324, 327, 328, 330–332, 334, 339, 354,
396, 399, 401, 434, 435, 440, 444, 469, 595

current team
tasks

All tasks encountered by the corresponding team. The implicit tasks
constituting the parallel region and any descendent tasks encountered
during the execution of these implicit tasks are included in this set of
tasks. 8, 238

data environment The variables associated with the execution of a given region. 13–15, 20,
25–27, 29, 37, 43, 45, 47, 48, 58, 64, 66, 67, 148, 193, 207, 208, 212, 227,
326, 356, 359, 360, 373, 374, 376, 378, 383

data-environment
attribute

A data-sharing attribute or a data-mapping attribute. 13, 148

data-environment
attribute clause

A clause that explicitly determines the data-environment attributes of the
list items in its list argument. 148, 224

data-mapping
attribute

The relationship of an entity in a given device data environment to the
version of that entity in the data environment of the enclosing context. 13,
18, 21, 148, 151, 209, 210, 223

data-mapping
attribute clause

A clause that explicitly determines the data-mapping attributes of the list
items in its list argument. 14, 18, 27, 47, 148, 209, 221, 373, 374, 376,
378
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data-mapping
construct

A construct that has the data-mapping property. 150

data-mapping
property

The property of a construct on which a data-mapping attribute clause may
be specified. 14, 373, 374, 376, 378

data-motion at-
tribute

The data-movement relationship between a given device data environment
and the version of that entity in the data environment of the enclosing
context. 10, 227

data-motion
clause

A clause that specifies data movement between a device set that is
specified by the construct on which it appears. 4, 10, 211, 225, 227–230,
383

data-sharing at-
tribute

The relationship of an entity in a given data environment to the version of
that entity in the enclosing context. 13, 14, 18, 21, 30, 148, 150–153, 161,
210, 223, 374, 376, 378, 383

data-sharing at-
tribute clause

A clause that explicitly determines the data-sharing attributes of the list
items in its list argument. 18, 148, 150, 151, 158–161, 163, 177, 349, 360,
378, 380

declarative direc-
tive

A directive that may only be placed in a declarative context and results in
one or more declarations only; it is not associated with the immediate
execution of any user code or implementation code. 14, 93, 94, 97, 103,
153, 196, 199, 224, 232, 242, 256, 264, 265, 270, 275, 278, 292

declare target di-
rective

A declarative directive that ensures that procedures and/or variables can
be executed or accessed on a device. 25, 27, 47, 178, 233, 249, 273–276,
278, 279, 285, 290, 291

declare variant
directive

A declarative directive that declare a function variant for a given base
function. 249, 259, 260, 265, 266

declare-target
property

The property that a directive applies to procedures and/or variables to
ensure that they can be executed or accessed on a device. 275, 278

defined For variables, the property of having a valid value.
For C, for the contents of variables, the property of having a valid value.
For C++, for the contents of variables of POD (plain old data) type, the
property of having a valid value. For variables of non-POD class type, the
property of having been constructed but not subsequently destructed.
For Fortran, for the contents of variables, the property of having a valid
value. For the allocation or association status of variables, the property of
having a valid status.

COMMENT: Programs that rely upon variables that are not
defined are non-conforming programs.

14, 40, 72, 73, 226
dependence An ordering relation between two instances of executable code that must

be enforced by a compliant implementation. 16, 17, 37, 425–428, 430,
432, 434, 513
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dependent task A task that because of a task dependence cannot be executed until its
predecessor tasks have completed. 30, 37, 367, 401, 402, 423–425,
428–430, 513

deprecated For a construct, clause, or other feature, the property that it is normative in
the current specification but is considered obsolescent and will be
removed in the future. Deprecated features may not be fully specified. In
general, a deprecated feature was fully specified in the version of the
specification immediately prior to the one in which it is first deprecated.
In most cases, a new feature replaces the deprecated feature. Unless
otherwise specified, whether any modifications provided by the
replacement feature apply to the deprecated feature is implementation
defined. 15, 196, 733, 743, 747–749, 751, 755

descendent task A task that is the child task of a task region or of a region that corresponds
to one of its descendent tasks. 12, 13, 15, 361, 367, 423, 441

detachable task An explicit task that only completes after an associated event variable that
represents an allow-completion event is fulfilled and execution of the
associated structured block has completed. 356, 359, 423, 424

device An implementation-defined logical execution engine.
COMMENT: A device could have one or more processors.

3, 4, 9, 13–18, 20, 21, 26–30, 36, 40, 42, 43, 46–48, 58, 59, 67, 80, 81,
175, 209, 212, 217, 221, 227, 235, 238–240, 249, 250, 252, 254, 262, 273,
274, 289, 290, 369, 372, 375, 377–379, 381, 384, 388, 389, 415, 460, 488,
496, 498, 501, 511, 513, 543, 547, 573, 627, 637, 684, 733, 743, 747

device address An address of an object that may be referenced on a target device. 16, 47,
173–175, 289, 290, 733

device construct A construct that has the device property. 2, 15, 16, 36, 217, 285, 288–291,
370

device data envi-
ronment

The initial data environment associated with a device. 5, 13, 14, 16, 24,
25, 30, 47, 48, 67, 148, 173–176, 193, 209, 212–217, 219–221, 227, 228,
274, 290, 373, 374, 376, 378, 381–383, 510–513, 747

device global re-
quirement prop-
erty

The property that a requirement clause indicates requirements for the
behavior of device constructs that a program requires the implementation
to support across all compilation units. 285

device local vari-
able

A variable with static storage duration that is replicated for each device by
the OpenMP implementation. Its name provides access to a different
block of storage for each device.
A variable that is part of an aggregate variable cannot be made a device
local variable independently of the other components, except for static
data members of C++ classes. If a variable is made a device local
variable, its components are also device local variables. 15, 47, 149, 218,
235, 273, 274, 290, 733
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device number A number that the OpenMP implementation assigns to a device or
otherwise may be used in an OpenMP program to refer to a device. 11,
46, 58, 59, 62, 63, 240, 370, 378, 511, 513, 627

device pointer An implementation defined handle that refers to a device address and is
represented by a C pointer. 47, 173, 174, 262, 289, 390, 733

device procedure A function (for C/C++ and Fortran) or subroutine (for Fortran) that can be
executed on a target device, as part of a target region. 36, 222, 274,
285, 288–291

device property The property of a construct that accepts the device clause. 15, 275, 278,
373, 374, 376, 378, 383, 386

device trait set The trait set that consists of traits that define the characteristics of the
device being targeted by the compiler at that point in the OpenMP
program. 2, 249, 250

device-affecting
construct

A construct that has the device-affecting property. 380

device-affecting
property

The property that a device construct can modify the state of the device
data environment of a specified target device. 16, 373, 374, 376, 378, 383

device-specific
environment vari-
able

An alternative OpenMP environment variable that controls of the behavior
of the program only with respect to a particular device or set of devices.
62, 63

directive A base language mechanism to specify OpenMP program behavior. 2, 4,
9–11, 13, 14, 16–18, 22, 24–26, 28, 31–33, 36, 40, 42, 45–48, 52, 54, 56,
59, 69, 90–103, 105–107, 109, 122, 125–130, 136, 139–144, 146, 148,
149, 151–153, 155–158, 161, 162, 168, 171, 172, 178, 185, 186, 190,
196–200, 202–205, 209, 211, 213, 215, 216, 221–226, 233, 234, 236, 238,
242–245, 247, 249, 250, 252, 253, 255–258, 264–268, 270, 271, 274,
276–286, 288–292, 297–300, 303, 308, 310, 312, 314, 315, 321, 323, 324,
334, 336, 349, 352, 359, 360, 370, 375, 377–381, 383, 387, 389–391, 395,
402, 403, 405, 409, 417, 421–424, 439, 443, 449, 745, 746, 748–751

directive variant A directive specification that can be used in a metadirective. 32, 255–258
divergent threads Two threads that have reached different points in user code or otherwise

have reached a common point via calls from different points in user code.
31, 45

doacross depen-
dence

A dependence between executable code corresponding to stand-alone
ordered regions from two doacross iterations: the sink iteration and the
source iteration, where the source iteration precedes the sink iteration in
the doacross iteration space. The doacross dependence is fulfilled when
the executable code from the source iteration has completed. 16, 34, 425,
432, 434

doacross iteration A logical iteration of a doacross loop nest. 16, 17, 34, 424, 425, 432, 434
doacross iteration
space

The logical iteration space of a doacross loop nest. 16, 432
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doacross logical
iteration

A doacross iteration. 432

doacross loop nest A canonical loop nest that has cross-iteration dependences between its
logical iterations as specified by the use of stand-alone ordered
constructs, such that executable code from a logical iteration is dependent
on the executable code of one or more earlier logical iterations.

COMMENT: The argument of the ordered clause on a
worksharing-loop construct identifies the loops associated
with the doacross loop nest.

16, 17, 432, 434, 757
dynamic context
selector

Any context selector that is not a static context selector. 266

dynamic replace-
ment candidate

A replacement candidate that may be selected at run time to replace a
given metadirective. 255, 256, 259

dynamic trait set The trait set that consists of traits that define the dynamic properties of an
OpenMP program at a given point in its execution. 3, 249, 250, 252

enclosing context For C/C++, the innermost scope enclosing a directive.
For Fortran, the innermost scoping unit enclosing a directive. 13, 14, 29,
151, 152, 195, 197, 200, 208, 255, 269, 270, 333, 336, 338, 346, 347

encountering de-
vice

For a given construct, the device on which the encountering task of the
construct executes. 13, 25, 29, 229, 230

encountering task For a given region, the current task of the encountering thread. 17, 37, 45,
227, 263, 281, 310, 319, 320, 340, 354, 359, 361, 373, 387, 397, 398, 402,
403, 440–442, 469

encountering
thread

For a given region, the thread that encounters the corresponding construct.
7, 8, 17, 21, 32, 43, 44, 309, 310, 315, 316, 318, 319, 349, 350, 356, 378,
387, 420, 427, 468, 469, 474, 476, 477, 486, 487, 747

ending address The address of the last storage location of a list item or, for a mapped
variable of its original list item. 18, 25, 213

environment vari-
able

Unless specifically stated otherwise, an OpenMP environment variable.
62

error termination A fatal action preformed in response to an error. 10, 33, 45, 314, 745
event A point of interest in the execution of a thread. 8, 15, 37, 39, 53, 54, 187,

217, 218, 274, 275, 281, 310, 311, 320, 327, 328, 330–334, 336, 338, 340,
346, 356, 359, 361, 372, 373, 375, 377, 379, 380, 384, 395–402, 417, 418,
421, 423, 424, 430, 433–435, 442, 511, 512, 514, 561, 565, 568, 569, 571,
581, 641, 667, 668

exception-
aborting directive

A directive that has the exception-aborting property. 295, 735

exception-
aborting property

For C++, the property of a directive to be implementation defined whether
an exceptions is caught or results in a runtime error termination. 17, 90,
378

CHAPTER 1. OVERVIEW OF THE OPENMP API 17



exclusive scan
computation

A scan computation for which the value read does not include the updates
performed in the same logical iteration. 203

executable direc-
tive

A directive that appears in an executable context and results in
implementation code and/or prescribes the manner in which associated
user code must execute. 11, 24, 36, 42, 90, 93, 94, 125, 136, 246, 255,
267, 281, 282, 301, 302, 304–306, 309, 319, 324, 327, 330–332, 334, 337,
341, 342, 345, 348, 355, 360, 364, 373, 374, 376, 378, 383, 386, 394, 396,
399, 401, 415, 419, 427, 434, 435, 440, 444

explicit barrier A barrier that is specified by a barrier construct. 396
explicit region A region that corresponds to either a construct of the same name or a

library routine call that explicitly appears in the program. 35, 42, 90, 338,
653

explicit task A task that is not an implicit task. 5, 8, 9, 15, 18, 19, 29, 33, 37, 44–46,
59, 190, 191, 310, 315, 352, 356, 360–362, 366, 396, 424, 444

explicit task re-
gion

A region that corresponds to an explicit task. 32, 47, 163, 356

explicitly de-
termined data-
mapping attribute

A data-mapping attribute that is determined due to the presence of a list
item on a data-mapping attribute clause. 209

explicitly de-
termined data-
sharing attribute

A data-sharing attribute that is determined due to the presence of a list
item on a data-sharing attribute clause. 148, 151, 162

extended address
range

The address range that starts from the minimum of the starting address
and the base address and ends with maximum of the ending address and
the base address of an original list item. 25, 213

extension trait A trait that is implementation defined. 249, 250
final task A task that forces all of its child tasks to become final tasks and included

tasks. 18, 59, 352, 354, 357, 359
first-party tool A tool that executes in the address space of the program that it is

monitoring. 8, 27, 28, 53, 562, 565, 567
flush An operation that a thread performs to enforce consistency between its

view and the view of any other threads of memory. 3, 18, 20, 32, 35, 39,
45, 48–52, 329, 391, 415, 420–422

flush property A property that determines the manner in which a flush enforces memory
consistency. Any flush has one or more of the following: the strong flush
property, the release flush property, and the acquire flush property. 50

flush-set The set of variables upon which a strong flush operates. 49
foreign execution
context

A context that is instantiated from a foreign runtime environment in order
to facilitate execution on a given device. 18, 387, 388, 751

foreign runtime
environment

A runtime environment that exists outside the OpenMP runtime with
which the OpenMP implementation may interoperate. 18, 386

foreign task An instance of executable code that is executed in a foreign execution
context. 387, 388
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frame A storage area on the stack of a thread that is associated with a procedure
invocation. A frame includes space for one or more saved registers and
often also includes space for saved arguments, local variables, and
padding for alignment. 9, 19, 596, 597, 649

free-agent thread An unassigned thread on which an explicit task is scheduled for execution
or a primary thread for an explicit parallel region that was a free-agent
thread when it encountered the parallel construct. 19, 32, 36, 59, 82,
83, 315, 367, 486, 487, 737, 744, 747

function variant A definition of a function that may be used as an alternative to the base
language definition. 14, 32, 41, 249, 259–265, 267–269

generated loop A loop that is generated by a loop-transforming construct and is one of the
resulting loops that replace the construct. 136, 140, 143, 300, 301, 303,
307, 308

generated loop
nest

A canonical loop nest that is generated by a loop-transforming construct.
300

generated loop
sequence

A canonical loop sequence that is generated by a loop-transforming
construct. 300

generating task For a given region, the task for which execution by a thread generated the
region. 8, 19, 66, 67, 267, 356, 373, 374, 376, 378, 383, 387, 424, 466,
486, 487, 511, 513, 710

generating task
region

For a given region, the region that corresponds to its generating task. 9,
21, 26, 40, 710, 711

global A program aspect such as a scope that covers the whole OpenMP
program. 20, 58, 62, 243

groupprivate vari-
able

A variable that is replicated, one instance per a specified group of tasks,
by the OpenMP implementation. Its name provides access to a different
block of storage for each specified group.
A variable that is part of an aggregate variable cannot be made a
groupprivate variable independently of the other components, except for
static data members of C++ classes. If a variable is made a groupprivate
variable, its components are also groupprivate variables with respect to
the same group. 19, 149, 218, 233, 234, 274, 276, 278, 339, 379

handle An opaque reference that uniquely identifies an abstraction. 3, 16, 26, 29,
37, 41, 219, 237, 388, 389, 646, 700, 702, 703

happens before For an event A to happen before an event B, A must precede B in
happens-before order. 51

happens-before
order

An asymmetric relation that is consistent with simply happens-before
order and, for C/C++, the “happens before” order defined by the base
language. 19, 239, 290

hardware thread An indivisible hardware execution unit on which only one OpenMP thread
can execute at a time. 31, 72, 73, 309

host address An address of an object that may be referenced on the host device. 20, 290
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host device The device on which the OpenMP program begins execution. 3, 19, 21,
27, 36, 43, 44, 46, 48, 63, 81, 216, 239, 250, 289, 319, 369, 373, 375–377,
380, 381, 384

host pointer A pointer that refers to a host address. 289, 290
ICV Acronym form for internal control variable. 20, 28, 33, 58, 60, 62–69, 71,

74, 76, 78, 80–83, 154, 241, 252, 267, 287, 312, 315, 316, 318, 319, 322,
340, 344, 355, 356, 360, 370, 371, 374, 376, 378, 383, 422, 425, 440, 441,
459, 466, 475, 567, 568

ICV scope A context that contains one copy of a given ICV and defines the extent in
which the ICV controls program behavior; the ICV scope may be the
OpenMP program (i.e., global), the current device, the binding implicit
task, or the data environment of the current task. 20, 58, 62, 64, 66, 67,
374, 376, 378, 383

idle thread An unassigned thread that is not currently executing any task. 366, 595
implementation
code

Implicit code that is introduced by the OpenMP implementation. 14, 18,
32, 34, 596

implementation
defined

Behavior that must be documented by the implementation, and is allowed
to vary among different compliant implementations. An implementation
is allowed to define it as unspecified behavior. 15–18, 36, 40, 45–47, 54,
62, 67, 71–73, 76, 77, 83, 90, 91, 97–99, 142, 153, 155, 173, 175, 232,
236, 237, 239, 240, 250, 253, 254, 256, 259, 260, 264, 270, 273, 281, 283,
284, 303, 304, 313–317, 319, 322, 324, 330, 333, 340, 344, 346, 361, 371,
386, 388, 389, 391, 393, 417, 466, 476, 477, 561, 571, 573, 627, 733–738

implementation
trait set

The trait set that consists of traits that describe the functionality supported
by the OpenMP implementation at that point in the OpenMP program. 2,
249, 250

implicit array For C/C++, the set of array elements of non-array type T that may be
accessed by applying a sequence of [] operators to a given pointer that is
either a pointer to type T or a pointer to a multidimensional array of
elements of type T.
For Fortran, the set of array elements for a given array pointer.

COMMENT: For C/C++, the implicit array for pointer p with
type T (*)[10] consists of all accessible elements p[i][j], for
all i and j=0,1,...,9.

5, 219
implicit barrier A barrier that is specified as part of the semantics of a construct other than

the barrier construct. 337, 397–399, 403, 441
implicit flush A flush that is specified as part of the semantics of a construct other than

the flush construct. 423
implicit parallel
region

An inactive parallel region that is not generated from a parallel
construct. Implicit parallel regions surround the whole OpenMP program,
all target regions, and all teams regions. 12, 21, 22, 33, 42–44, 233,
315, 321, 350, 675
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implicit task A task generated by an implicit parallel region or generated when a
parallel construct is encountered during execution. 3, 4, 7–9, 12, 13,
18, 21, 22, 28–30, 35, 37, 38, 42, 43, 47, 58, 60, 66, 67, 152, 165, 189,
190, 205, 207, 208, 310, 311, 315, 316, 318, 329–340, 346, 421, 422, 424,
444, 475

implicit task re-
gion

A region that corresponds to an implicit task. 42, 67

implicitly de-
termined data-
mapping attribute

A data-mapping attribute that applies to an entity for which no
data-mapping attribute is otherwise determined. 209, 216, 223

implicitly de-
termined data-
sharing attribute

A data-sharing attribute that applies to an entity for which no data-sharing
attribute is otherwise determined. 148, 151, 160, 161, 209, 211, 223

inactive parallel
region

A parallel region comprised of one implicit task and, thus, is being
executed by a team comprised of only its primary thread. 21, 469

inactive target
region

A target region that is executed on the same device that encountered
the target construct. 67, 216

included task A task for which execution is sequentially included in the generating task
region. That is, an included task is an undeferred task and executed by the
encountering thread. 18, 21, 26, 32, 46, 352, 356, 374, 376, 378, 383,
387, 401, 403, 511

inclusive scan
computation

A scan computation for which the value read includes the updates
performed in the same logical iteration. 202

indirect device
invocation

An indirect call to the device version of a procedure on a device other than
the host device, through a function pointer (C/C++), a pointer to a
member function (C++) or a procedure pointer (Fortran) that refers to the
host version of the procedure. 279

induction expres-
sion

A collector expression or a inductor expression. 177, 178

induction opera-
tion

A recurrence operation that expresses the value of a variable as a function,
the inductor, applied to its previous value and a step expression. For an
induction operation performed on a loop on the induction variable x and a
loop-invariant step expression s, xi = xi−1 ⊕ s, i > 0, where xi is the
value of x at the start of collapsed iteration i, x0 is the value of x before
any tasks enter the loop, and the binary operator ⊕ is the inductor. For
some inductors, the induction operation can be expressed in a
non-recursive closed form as xi = x0 ⊕ si = x0 ⊕ (s⊗ i) where
si = s⊗ i. The expression si is the collective step expression of iteration
i and the binary operator ⊗ is the collector. 10, 22, 35, 40, 177, 181, 195,
202

induction variable A variable for which an induction operation determines its values. 22,
181, 199, 200

inductor A binary operator used by an induction operation. 22, 181

CHAPTER 1. OVERVIEW OF THE OPENMP API 21



inductor expres-
sion

An OpenMP stylized expression that specifies how an induction operation
determines a new value of an induction variable from its previous value
and a step expression. 21, 181, 183–186, 195, 200, 201

informational di-
rective

A directive that is neither declarative nor executable, but otherwise
conveys user code properties to the compiler. 93, 281, 284, 292, 297, 298

initial task An implicit task associated with an implicit parallel region. 8, 22, 33, 43,
44, 67, 190, 315, 320, 338, 346, 371, 379, 424

initial task region A region that corresponds to an initial task. 42, 43, 58, 59, 422, 424, 460
initial team The team that comprises an initial thread executing an implicit parallel

region. 37, 43, 59, 319, 346, 348
initial thread The thread that executes an implicit parallel region. 22, 29, 30, 39, 42, 43,

74, 76, 154, 319, 320, 337, 345, 346, 350, 422, 424, 585, 734
initializer expres-
sion

An OpenMP stylized expression that determines the initializer for the
private copies of reduction list items. 31, 179–182, 185, 186, 199, 203

input phase The portion of a logical iteration that contains all computations that
update a list item for which a scan computation is performed. 40, 202, 203

internal control
variable

A conceptual variable that specifies runtime behavior of a set of threads or
tasks in an OpenMP program. 20, 58

interoperability
requirement set

A logical set of properties of each task to which directives add or remove
and that other constructs that have interoperability semantics can query.
262, 263, 267, 403, 404

intervening code For two consecutive associated loops in a canonical loop nest, user code
that appears inside the loop body of the outer associated loop but outside
the loop body of the inner associated loop. 30, 136, 142

iteration count The number of times that the loop body of a given loop is executed.
140–142, 360

leaf construct For a given combined construct or composite construct, a constituent
construct that is not itself a combined construct or composite construct.
292, 436, 446–448

league The set of teams formed by a teams construct, each of which is
associated with a different contention group. 37, 43, 59, 190, 319, 320,
347, 348

lexicographic or-
der

The total order of two logical iteration vectors ωa = (i1, . . . , in) and
ωb = (j1, . . . , jn), denoted by ωa ≤lex ωb, where either ωa = ωb or
∃m ∈ {1, . . . , n} such that im < jm and ik = jk for all
k ∈ {1, . . . ,m− 1}. 301

list A comma-separated set. 13, 14, 23, 30, 148, 156, 186, 196, 199, 227, 278
list item A member of a list. 4, 13, 14, 17, 18, 22, 25, 27, 29, 34, 148–150,

155–163, 165, 166, 168, 169, 171–176, 178, 179, 181–195, 202–210,
212–222, 225–228, 232–235, 262, 263, 267, 268, 274–278, 360, 373, 374,
376, 378–383, 420, 421, 426, 427, 441, 442
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logical iteration An instance of the executed loop body of a canonical loop nest, denoted
by a number in the logical iteration space of the loops that indicates the
order in which the logical iteration would be executed relative to the other
logical iterations in a sequential execution. 4, 9, 16–18, 21–23, 40, 142,
144, 190, 299, 300, 303, 305, 307, 360–364, 749

logical iteration
space

For a canonical loop nest, the sequence 0,. . . ,N − 1 where N is the
number of distinct logical iterations. 4, 10, 16, 23, 142

logical iteration
vector

An n-tuple (i1, . . . , in) that identifies a logical iteration of a canonical
loop nest, where n is the loop nest depth and ik is the logical iteration
number of the kth loop, from outermost to innermost. 23, 31, 301

logical iteration
vector space

The set of logical iteration vectors that each correspond to a logical
iteration of a canonical loop nest. 144, 301

loop body A structured block that encompasses the executable statements that are
iteratively executed by a loop statement. 22, 23, 136

loop iteration
variable

A variable that determines the iteration space of a loop. 23, 140, 141,
149–151, 168, 171, 300, 361, 432

loop nest depth For a canonical loop nest, the maximal number of loops, including the
outermost loop, that can be associated with a loop-nest-associated
directive. 23, 140

loop sequence
length

For a canonical loop sequence, the number of consecutive canonical loop
nests regardless of their nesting into blocks. 145, 146

loop-collapsing
construct

A loop-nest-associated construct for which some number of outer
associated loops may be collapsed loops. 9, 10, 158, 171, 323

loop-iteration vec-
tor

An n-tuple (i1, . . . , in) that identifies a logical iteration of the associated
loops of a loop-nest-associated directive, where n is the number of
associated loops and ik is the value of the loop iteration variable of the
kth associated loop, from outermost to innermost. 23, 140, 141, 432

loop-iteration vec-
tor space

The set of loop-iteration vectors that each correspond to a logical iteration
of the associated loops of a loop-nest-associated directive. 140, 141

loop-nest-
associated con-
struct

A loop-nest-associated directive and its associated loops. 23, 41, 96, 144,
432

loop-nest-
associated direc-
tive

An executable directive for which the associated user code must be a
canonical loop nest. 4, 23, 24, 33, 94–96, 136, 140, 150, 171, 195, 300,
301, 436

loop-sequence-
associated con-
struct

A loop-sequence-associated directive and its associated loops. 24, 146

loop-sequence-
associated direc-
tive

An executable directive for which the associated user code must be a
canonical loop sequence. 4, 24, 94, 95, 300
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loop-sequence-
transforming con-
struct

A loop-sequence-associated construct with the loop-transforming
property. 300

loop-transforming
construct

A loop-transforming directive and its associated loops. 19, 135, 136, 140,
145, 299, 300, 308

loop-transforming
directive

A directive with the loop-transforming property. 24, 300

loop-transforming
property

The property that a construct is replaced by the loops that result from
applying the transformation as defined by its directive to its associated
loops. 24, 298, 301, 302, 304–306

loosely structured
block

A block of zero or more executable constructs (including OpenMP
constructs), where the first executable construct (if any) is not a Fortran
BLOCK construct, with a single entry at the top and a single exit at the
bottom. 35, 95

map-entering
clause

A map clause that, if it appears on a map-entering construct, specifies that
the reference count of corresponding list items is increased and, as a
result, may enter the device data environment. 24, 213, 215, 217, 291, 375

map-entering con-
struct

A construct that has the map-entering property. 24, 213, 215, 217, 219

map-entering
property

A property of a construct that a map-entering clause may appear on it. 24,
213, 373, 374, 378

map-exiting
clause

A map clause that, if it appears on a map-exiting construct, specifies that
the reference count of corresponding list items is decreased and, as a
result, may exit the device data environment. 24, 213, 377

map-exiting con-
struct

A construct that has the map-exiting property. 24, 216

map-exiting prop-
erty

A property of a construct that a map-exiting clause may appear on it. 24,
213, 373, 376, 378

map-type decay The process that determines the final map-type of each mapping operation
that results from mapping a variable with a user-defined mapper. 214, 225

map-type modifier A modifier that has the map-type-modifying property. 214
map-type-
modifying prop-
erty

A modifier with the map-type-modifying property modifies the behavior
of the map-type of a mapping operation. 24, 25, 214

mappable storage
block

A contiguous address range in memory that contains a set of mapped list
items. 215, 216, 219, 228
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mappable type A type that is valid for a mapped variable. If a type is composed from
other types (such as the type of an array element or a structure element)
and any of the other types are not mappable types then the type is not a
mappable type.
For C, the type must be a complete type.
For C++, the type must be a complete type; in addition, for class types:

• All member functions accessed in any target region must appear
in a declare target directive.

For Fortran, no restrictions on the type except that for derived types:
• All type-bound procedures accessed in any target region must

appear in a declare target directive.
COMMENT: Pointer types are mappable types but the
memory block to which the pointer refers is not mapped.

25, 219, 221, 222, 228
mapped address
range

The address range that starts from the starting address and ends with the
ending address of an original list item. 25, 213

mapped variable An original variable in a data environment with a corresponding variable
in a device data environment. The original and corresponding variables
may share storage. 17, 25, 34, 381, 382

mapper An operation that defines how variables of given type are to be mapped or
updated with respect to a device data environment. 40, 122, 175, 209,
211, 214, 219, 220, 224–230

mapping opera-
tion

An operation that establishes or removes a correspondence between a
variable in one data environment and another variable in a device data
environment. 5, 24, 25, 33, 47, 215–217, 291, 745

mapping-only
construct

A construct that establishes correspondences between the data
environment of the encountering device but otherwise does not affect the
associated structured block (if any). 25, 216

mapping-only
property

The property that a construct is a mapping-only construct. 373, 374, 376

matchable candi-
date

A mapped variable for which corresponding storage was created in a
device data environment. 25, 213

matched candi-
date

A matchable candidate for which its mapped address range or its extended
address range corresponds to the address range of the original list item.
174, 213, 219

memory A storage resource to store and to retrieve variable accessible by threads.
3, 9, 18, 25, 26, 32, 35, 36, 38, 39, 46–49, 52, 59, 105, 106, 169, 235–240,
289, 290, 405–409, 415, 420, 429, 496, 510–513, 556, 686

memory allocator An OpenMP object that fulfills requests to allocate and to deallocate
memory for program variables from the storage resources of its associated
memory space. 3, 4, 48, 59, 219, 237–246, 287, 381, 556, 747
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memory space A representation of storage resources from which memory can be
allocated or deallocated. More than one memory space may exist. 4, 26,
36, 48, 219, 236, 239, 248, 543, 747

mergeable task A task that may be a merged task if it is an undeferred task or an included
task. 36, 353, 357, 387, 401

merged task A task for which the data environment, inclusive of ICVs, is the same as
that of its generating task region. 26, 357

metadirective A directive that conditionally resolves to another directive. 16, 17, 32, 93,
255–258, 292, 749

modifier A mechanism to specify customized clause behavior. xix, 12, 24, 25, 68,
100–103, 105, 110, 112, 168, 169, 171, 186, 203, 211, 213, 214, 218, 219,
227, 228, 232, 247, 248, 262, 308, 339, 344, 346, 387, 389, 426, 433, 448,
748, 749

mutually exclusive
tasks

Tasks that may be executed in any order, but not at the same time. 367,
429

name-list trait A trait that is defined with properties that match the names that identify a
particular instances of the trait that are effective at a given point in an
OpenMP program. 249–251, 253

named pointer For C/C++, the base pointer of a given lvalue expression or array section,
or the base pointer of one of its named pointers.
For Fortran, the base pointer of a given variable or array section, or the
base pointer of one of its named pointers.

COMMENT: For the array section
(*p0).x0[k1].p1->p2[k2].x1[k3].x2[4][0:n], where identifiers
pi have a pointer type declaration and identifiers xi have an
array type declaration, the named pointers are: p0,
(*p0).x0[k1].p1, and (*p0).x0[k1].p1->p2.

26, 106
native thread An execution entity upon which an OpenMP thread may be implemented.

26, 28, 31, 39, 42, 44, 60, 76, 77, 310, 311, 320, 323, 585, 595, 596, 600,
601, 637, 673, 676, 684, 698, 701–705

native thread con-
text

A tool context that refers to a native thread. 676, 681, 682, 684, 686, 687,
690

native thread han-
dle

A handle that refers to a native thread. 675, 700–705

native thread
identifier

An identifier for a native thread defined by a native thread
implementation. 79, 673, 681, 682, 690, 697, 698, 701, 702, 704

native trace
record

A trace record for an OpenMP device that is in a device-specific format.
574

nested construct A construct (lexically) enclosed by another construct. 449
nested region A region (dynamically) enclosed by another region. That is, a region

generated from the execution of another region or one of its nested
regions. 12, 27, 29, 42, 329
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new list item An instance of a list item created for the data environment of the construct
on which a privatization clause or a data-mapping attribute clause
specified. 30, 40, 158, 159, 163, 165, 166, 168, 171, 173, 174, 195, 203,
214, 215, 217

non-conforming
program

An OpenMP program that is not a conforming program. 10, 14, 40, 426,
498

non-host declare
target directive

A declare target directive that does not specify a device_type clause
with host. 274

non-host device A device that is not the host device. 3, 36, 46, 59, 62, 63, 289, 351, 369,
381

non-null pointer A pointer that is not NULL. 498, 533–535, 566, 568, 573, 598, 599
non-null value A value that is not NULL. 556, 576, 648, 650, 664, 669, 684–687, 717
non-property trait A trait that is specified without additional properties. 249, 250, 253
non-rectangular
loop

For a loop nest, a loop for which a loop bound references the iteration
variable of a surrounding loop in the loop nest. 139, 140, 143, 144, 301,
345, 348, 363, 364

non-sequentially
consistent atomic
construct

An atomic construct for which the seq_cst clause is not specified 52

NULL A null pointer. For C and C++, the value NULL or the value nullptr.
For Fortran, the value C_NULL_PTR. 27, 85, 262, 477–479, 496, 498,
500, 504, 509, 511, 513, 517, 518, 531, 534–536, 551, 553, 555, 556, 561,
566, 568, 573, 602, 604, 605, 608, 611–616, 618–622, 627, 629, 632, 635,
636, 640, 641, 646–650, 666, 669, 670, 684, 686, 687, 689, 718, 741

OMPD An interface that helps a third-party tool inspect the OpenMP state of a
program that has begun execution. 27, 39, 42, 53, 54, 59, 667, 676, 681,
682, 684, 690, 702

OMPD library A dynamically loadable library that implements the OMPD interface.
667, 698

OMPT An interface that helps a first-party tool monitor the execution of an
OpenMP program. 42, 53, 397, 565–568, 571, 598, 599

OMPT active An OMPT interface state in which the OpenMP implementation is
prepared to accept runtime calls from a first-party tool and will dispatch
any registered callbacks and in which a first-party tool can invoke runtime
entry points if not otherwise restricted. 561, 568

OMPT inactive An OMPT interface state in which the OpenMP implementation will not
make any callbacks and in which a first-party tool cannot invoke runtime
entry points. 561, 567, 568, 598

OMPT interface
state

A state that indicates the permitted interactions between a first-party tool
and the OpenMP implementation. 27, 28, 561, 567, 568, 598

OMPT pending An OMPT interface state in which the OpenMP implementation can only
call functions to initialize a first-party tool and in which a first-party tool
cannot invoke runtime entry points. 567, 568
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OpenMP Addi-
tional Definitions
document

A document that exists outside of the OpenMP specification and defines
additional values that may be used in a conforming program. The
OpenMP Additional Definitions document is available via
https://www.openmp.org/specifications/. 28, 80, 250,
386, 388, 454, 456

OpenMP API rou-
tine

A runtime library routine that is defined by the OpenMP implementation
and that can be called from user code via the OpenMP API. 32, 58, 289,
290, 296

OpenMP architec-
ture

The architecture on which a region executes. 28, 567

OpenMP context The execution context of an OpenMP program, including the active
constructs, the execution devices, OpenMP functionality supported by the
implementation and any available dynamic values as represented by a set
of traits. 10, 12, 13, 35, 249, 251, 252, 254–256, 259–261, 264, 266, 270,
284

OpenMP environ-
ment variable

A variable that is part of the runtime environment in which an OpenMP
program executes and that a user may set to control the behavior of the
program, typically through the initialization of an ICV. 16, 17, 58, 63

OpenMP process A collection of one or more native threads and address spaces. An
OpenMP process may contain native threads and address spaces for
multiple OpenMP architectures. At least one native thread in an OpenMP
process is mapped to an OpenMP thread. An OpenMP process may be
live or a core file. 3, 28, 671, 676, 684

OpenMP program A program that consists of a base program that is annotated with OpenMP
directives or that calls OpenMP API runtime library routines. 3, 9, 11, 16,
17, 19–22, 26–28, 32, 39, 40, 42, 44–48, 52, 53, 58, 60, 69, 122, 152, 155,
161, 171, 188, 221, 225, 226, 236, 237, 249, 250, 256, 290, 299, 321, 339,
346, 355, 381, 382, 391, 394, 418–420, 426, 498, 561, 562, 565, 567, 568,
596, 597, 667, 669, 733

OpenMP stylized
expression

A base language expression that is subject to restrictions that enable its
use within an OpenMP implementation. 10, 22, 177

OpenMP thread A logical execution entity with a stack and associated thread-specific
memory subject to the semantics and constraints of this specification and
may be implemented upon a native thread. 3, 19, 26, 28, 29, 31, 38,
44–46, 315, 700–702, 704, 705, 737

OpenMP thread
pool

The set of all threads that may execute a task of a contention group and,
thus, are ever available to be assigned to a team that executes implicit
tasks of the contention group, 3, 33, 39, 42, 44, 354, 367

original list item The instance of a list item in the data environment of the enclosing
context. 13, 17, 18, 25, 29, 34, 158, 159, 162, 165, 166, 168, 169, 171,
173–176, 179, 185, 186, 188–190, 192, 193, 195, 203, 206, 212, 215–217,
220, 221, 227, 228, 230, 274, 291, 346, 348, 383, 745

original pointer An original list item that corresponds to a corresponding pointer. 216
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original storage An address range in a data environment of a encountering device. 29, 33,
47, 216–219

original storage
block

A storage block that is used as original storage. 47, 48, 215

orphaned con-
struct

A construct that gives rise to a region for which the binding thread set is
the current team, but is not nested within another construct that gives rise
to the binding region. 435

parallel handle A handle that refers to a parallel region. 675
parallel region A region that has a set of associated implicit tasks and an associated team

of threads that execute those tasks. 3, 19, 21, 29, 30, 35, 38, 41, 43, 44,
59, 67, 315, 329–332, 334, 339, 349, 350, 356, 360, 396–399, 423, 459

parallelism-
generating con-
struct

A construct that has the parallelism-generating property. 169, 300

parallelism-
generating prop-
erty

The property that a construct enables parallel execution by generating one
or more teams, explicit tasks, or SIMD instructions. 29, 309, 319, 324,
355, 360, 374, 376, 378, 383

parent device For a given target region, the device on which the corresponding
target construct was encountered. 193, 288, 370, 378

parent thread The thread that encountered the parallel construct and generated a
parallel region is the parent thread of each thread that executes a task
region that binds to that parallel region. The primary thread of a
parallel region is the same thread as its parent thread with respect to
any resources associated with an OpenMP thread. The thread that
encounters a target or teams construct is not the parent thread of the
initial thread of the corresponding target or teams region. 3, 29, 43

partitioned con-
struct

A construct that has the partitioned property. 29, 329

partitioned prop-
erty

The property of a construct that is a work-distribution construct for which
any encountered user code in the corresponding region, excluding code
from nested regions that are not closely nested regions, is executed by
only one thread from its binding thread set. 29, 330, 332, 334, 337, 341,
342, 345, 348

partitioned work-
sharing construct

A construct that is both a partitioned construct and a worksharing
construct. 29, 43

partitioned work-
sharing region

A region that corresponds to a partitioned worksharing construct. 445

perfectly nested
loop

A loop that has no intervening code between it and the body of its
surrounding loop. The outermost loop of a loop nest is always perfectly
nested. 136, 143, 203, 301, 305

persistent self
map

A self map for which the corresponding storage remains present in the
device data environment, as if it has an infinite reference count. 47, 290,
733
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place An unordered set of processors on a device. 30, 38, 43, 59, 60, 72–74,
315–318, 474, 475, 734, 737, 743

place list The ordered list that describes all OpenMP places available to the
execution environment. 30, 72, 319, 734, 743

place number A number that uniquely identifies a place in the place list, with zero
identifying the first place in the place list, and each consecutive whole
number identifying the next place in the place list. 474, 475

place partition An ordered list that corresponds to a contiguous interval in the place list.
It describes the places currently available to the execution environment for
a given parallel region. 38, 60, 315–318

pointer attach-
ment

The process of making a pointer variable an attached pointer. 5, 215, 217

predecessor task A task that must complete before its dependent tasks can be executed. 15,
37, 375, 377, 379, 384, 401, 424, 429, 430

predetermined
data-sharing at-
tribute

A data-sharing attribute that applies regardless of the clauses that are
specified on a given construct. 148–151, 160, 162, 209, 224

preprocessed code For C/C++, a sequence of preprocessing tokens that result from the first
six phases of translation, as defined by the base language. 266, 750

primary thread An assigned thread that has thread number 0. A primary thread may be an
initial thread or the thread that encounters a parallel construct, forms
a team, generates a set of implicit tasks, and then executes one of those
tasks as thread number 0. 8, 19, 21, 29, 30, 38, 43, 44, 154, 206, 309, 310,
316, 317, 328, 330, 424, 459

private variable With respect to a given set of task regions or SIMD lanes that bind to the
same parallel region, a variable for which the name provides access to
a different block of storage for each task region or SIMD lane.
A variable that is part of an aggregate variable cannot be made a private
variable independently of other components. If a variable is privatized, its
components are also private variables. 30, 46, 47, 159, 160, 205, 207,
343, 347, 348

privatization
clause

The clause that may result in private variables that are new list items. 27,
148, 160

procedure A function (for C/C++ and Fortran) or subroutine (for Fortran). 9, 11, 14,
19, 21, 33, 39, 54, 90, 123, 171, 172, 178, 226, 249, 253, 260, 264, 265,
270–274, 276–279, 323, 327, 337–339, 369, 379, 381, 446, 596, 597, 649,
684, 750

processor An implementation-defined hardware unit on which one or more threads
can execute. 15, 30, 59, 73, 77

product order The partial order of two logical iteration vectors ωa = (i1, . . . , in) and
ωb = (j1, . . . , jn), denoted by ωa ≤product ωb, where ik ≤ jk for all
k ∈ {1, . . . , n}. 301
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program order An ordering of operations performed by the same thread as determined by
the execution sequence of operations specified by the base language.

COMMENT: For versions of C and C++ that include base
language support for threading, program order corresponds to
the sequenced-before relation between operations performed
by the same thread.

31, 34, 50–52
progress unit An implementation-defined set of consecutive hardware threads on which

native threads may execute a common stream of instructions. If any two
OpenMP threads that execute on those native threads serially execute
diverging user code then they become divergent threads. 45, 309, 318

property A characteristic of an OpenMP feature. 8, 9, 13–17, 22, 24–27, 29, 31, 34,
38, 39, 41, 101, 250–252, 254, 257, 262, 263, 267, 403, 404

pure property The property that a directive has no observable side effects or state,
yielding the same result every time it is encountered. 90, 153, 196, 199,
202, 224, 232, 242, 258, 264, 270, 275, 281, 297, 298, 301, 302, 304–306,
324

read-modify-write An atomic operation that reads and writes to a given storage location.
COMMENT: Any atomic-update is a read-modify-write
operation.

31, 50
reduction clause A reduction scoping clause or a reduction participating clause. 158, 161,

177–179, 184–186, 188–190, 192, 194, 196, 197
reduction expres-
sion

A combiner expression or a initializer expression. 177, 178

reduction partici-
pating clause

A clause that defines the participants in a reduction. 31, 177, 189, 193

reduction scoping
clause

A clause that defines the region in which a reduction is computed. 31,
177, 188–190, 192, 193, 361, 442
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region All code encountered during a specific instance of the execution of a given
construct, structured block sequence or OpenMP library routine. A region
includes any code in called routines as well as any implementation code.
The generation of a task at the point where a task-generating construct is
encountered is a part of the region of the encountering thread. However,
an explicit task region that corresponds to a task-generating construct is
not part of the region of the encountering thread unless it is an included
task region. The point where a target or teams directive is
encountered is a part of the region of the encountering thread, but the
region that corresponds to the target or teams directive is not.
A region may also be thought of as the dynamic or runtime extent of a
construct or of an OpenMP library routine.
During the execution of an OpenMP program, a construct may give rise to
many regions. 3–5, 8, 9, 13, 15–19, 21, 22, 25, 27–47, 50–52, 58–60, 65,
67, 74, 90, 96, 132, 133, 144, 148, 152–155, 158, 159, 166, 169, 175, 177,
178, 186, 188–190, 192–194, 206–208, 213, 215–218, 220, 227, 228, 238,
239, 242, 245, 247, 267, 269, 273, 287–289, 295, 298, 309–312, 314, 316,
319–321, 323–325, 327, 329–339, 345–347, 349–352, 356, 359–361, 364,
366, 367, 370, 373, 374, 376, 378–384, 387, 391, 393–401, 415–418,
420–425, 427, 433–436, 439–445, 459, 460, 466, 468–470, 476, 477, 486,
487, 511–514, 561, 595, 598, 646, 648, 649, 700, 733, 735, 746

registered call-
back

A callback for which callback registration has been performed. 8, 53, 569,
571

release flush A flush that has the release flush property. 32, 36, 49–51, 417, 420,
422–425

release flush prop-
erty

A flush with the release flush property orders memory operations that
precede the flush before memory operations performed by a different
thread with which it synchronizes. 18, 32, 420

release sequence A set of modifying atomic operations that are associated with a release
flush that may establish a synchronizes-with relation between the release
flush and an acquire flush. 50, 51, 423

replacement can-
didate

A directive variant or function variant that may be selected to replace a
metadirective or base function. 9, 17, 255, 256, 259, 261, 264

reservation type A thread-reservation type. 82
reserved thread A thread that is restricted in the type of thread as which it can be used. A

thread can be a structured thread or free-agent thread. 39, 82
reverse-offload
region

A region that is associated with a target construct that specifies a
device clause with the ancestor device-modifier. 274

routine Unless specifically stated otherwise, an OpenMP API routine. 58, 63–65,
366, 380, 381, 459, 469, 486, 487, 510–513, 747

runtime entry
point

A function interface provided by an OpenMP runtime for use by a tool. A
runtime entry point is typically not associated with a global function
symbol. 4, 27, 28, 32, 571, 573, 574, 580, 596, 637, 641, 646, 647, 649
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runtime error
termination

Error termination preformed during execution. 17, 45, 90, 215, 217, 227,
314, 370, 488, 496, 735

scalar variable For C/C++, a scalar-variable, as defined by the base language.
For Fortran, a scalar variable with intrinsic type, as defined by the base
language, excluding character type. 138, 150, 153, 169, 210, 211, 736

scan computation The last generalized prefix sum, as defined in Section 6.6. 18, 21, 22, 33,
40, 190, 191, 202, 203

scan phase The portion of an associated iteration that includes all statements that read
the result of a scan computation. 202–204

schedulable task
set

If the thread is a structured thread, the set of tasks bound to the current
team. If the thread is an unassigned thread, any explicit task in the
contention group associated with the current OpenMP thread pool. 366,
367

schedule kind The manner in which the collapsed iterations of associated loops are to be
distributed among a set of threads that cooperatively execute the
associated loops, as specified by a loop-nest-associated directive or the
run-sched-var ICV. 60, 67, 339, 340, 344

segment A portion of an address space associated with a set of address ranges. 3,
671

selector set Unless specifically stated otherwise, a trait selector set. 2, 3, 253
self map A mapping operation for which the corresponding storage is the same as

its original storage. 30, 215–217, 291, 745
separated con-
struct

A construct for which its associated structured block is split into multiple
structured block sequences by a separating directive. 33, 96, 202, 203

separating direc-
tive

A directive that splits a structured block that is associated with a
construct, the separated construct into multiple structured block
sequences. 33, 96, 203–205

sequential part All code encountered during the execution of an initial task region that is
not part of a parallel region that corresponds to a parallel
construct or a task region corresponding to a task construct. Instead, it
is enclosed by an implicit parallel region.

COMMENT: Executable statements in called procedures may
be in both a sequential part and any number of explicit
parallel regions at different points in the program
execution.

33, 154, 476, 477
sequentially con-
sistent atomic op-
eration

An atomic operation that is specified by An atomic construct for which
the seq_cst clause is specified. 52

shape-operator For C/C++, an array shaping operator that reinterprets a pointer
expression as an array with one or more specified dimensions. 227
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shared variable With respect to a given set of task regions that bind to the same
parallel region, a variable for which the name provides access to the
same block of storage for each task region.
A variable that is part of an aggregate variable cannot be made a shared
variable independently of the other components, except for static
datamembers of C++ classes. 34, 46, 49–52, 410–412

sibling task Two tasks are each a sibling task of the other if they are child tasks of the
same task regions. 34, 37, 425, 428–430

signal A software interrupt delivered to a thread. 4, 34, 698
signal handler A function called asynchronously when a signal is delivered to a thread.

4, 596, 637, 698
SIMD Single Instruction, Multiple Data, a lock-step parallelization paradigm.

171, 249, 270, 271, 327
SIMD chunk A set of iterations executed concurrently, each by a SIMD lane, by a

single thread by means of SIMD instructions. 34, 271, 324, 326, 757
SIMD construct A simd construct or a combined construct or composite construct for

which the simd construct is a constituent construct. 344
SIMD instruction A single machine instruction that can operate on multiple data elements.

29, 34, 42, 232, 324
SIMD lane A software or hardware mechanism capable of processing one data

element from a SIMD instruction. 30, 34, 44, 46, 158, 159, 163, 171, 172,
188, 189, 195, 324

SIMD loop A loop that includes at least one SIMD chunk. 231, 270, 271
simdizable con-
struct

A construct that has the simdizable property. 324, 436

simdizable prop-
erty

The property that a construct may be encountered during execution of a
simd region. 34, 301, 302, 304–306, 324, 348, 415, 435

simply contiguous
array section

An array section that statically can be determined to have contiguous
storage or that, in Fortran, has the CONTIGUOUS attribute. 153, 736

simply happens
before

For an event A to simply happen before an event B, A must precede B in
simply happens-before order. 51

simply happens-
before order

An ordering relation that is consistent with program order and the
synchronizes-with relation. 19, 34, 51

sink iteration A doacross iteration for which executable code, because of a doacross
dependence, cannot execute until executable code from the source
iteration has completed. 16, 432

source iteration A doacross iteration for which executable code must complete execution
before executable code from another doacross iteration can execute due to
a doacross dependence. 16, 34, 432

stand-alone direc-
tive

A construct in which no user code is associated, but may produce
implementation code. 97

starting address The address of the first storage location of a list item or, for a mapped
variable of its original list item. 18, 25, 213
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static context se-
lector

The context selector for which the OpenMP context can be fully
determined at compile time. 17, 255, 257, 259

static storage du-
ration

For C/C++, the lifetime of an object with static storage duration, as
defined by the base language.
For Fortran, the lifetime of a variable with a SAVE attribute, implicit or
explicit, a common block object or a variable declared in a module. 15,
47, 150, 152, 156, 162, 180, 221, 222, 229, 234, 243, 274, 290, 379, 733

step expression A loop-invariant expression used by an induction operation. 10, 22, 181,
182, 185, 199, 200

storage block The physical storage that corresponds to an address range in memory. 13,
29, 35, 47, 48

storage location A storage block in memory. 3, 5, 17, 31, 34, 46–48, 127, 132, 133, 171,
174, 175, 190, 193, 195, 213, 326, 415–421, 428–430

strictly nested
region

A region nested inside another region with no other explicit region nested
between them. 347, 351

strictly structured
block

A single Fortran BLOCK construct, with a single entry at the top and a
single exit at the bottom. 35, 95, 336

string literal For C/C++, a string literal.
For Fortran, a character literal constant. 388

strong flush A flush that has the strong flush property. 18, 49, 50, 52, 417, 420
strong flush prop-
erty

A flush with the strong flush property flushes a set of variables from the
temporary view of the memory of the current thread to the memory. 18,
35, 420

structure A structure is a variable that contains one or more variables.
For C/C++, implemented using struct types.
For C++, implemented using class types.
For Fortran, implemented using derived types. 12, 35, 153, 213, 214, 219,
220, 229, 230, 380, 566, 568, 576, 598, 599, 736

structured block For C/C++, an executable statement, possibly compound, with a single
entry at the top and a single exit at the bottom, or an OpenMP construct.
For Fortran, a strictly structured block or a loosely structured block. 11,
15, 23, 25, 33, 40, 42, 46, 74, 96, 124–132, 136, 140, 168, 174–176,
204–208, 249, 267, 271, 300, 303, 310, 320, 327, 330, 331, 333, 335–338,
340, 346, 356, 366, 395, 401, 415–418, 423, 424, 433

structured block
sequence

For C/C++, a sequence of zero or more executable statements (including
constructs) that together have a single entry at the top and a single exit at
the bottom.
For Fortran, a block of zero or more executable constructs (including
OpenMP constructs) with a single entry at the top and a single exit at the
bottom. 8, 32, 33, 96, 125, 136, 145, 168, 169, 202–205, 332–334

structured paral-
lelism

Parallel execution through the implicit tasks of (possibly nested) parallel
regions by the set of structured threads in a contention group. 82, 83

CHAPTER 1. OVERVIEW OF THE OPENMP API 35



structured thread A thread that is assigned to a team and is not a free-agent thread. 32, 33,
35, 60, 82, 83, 313, 744

subsidiary direc-
tive

A directive that is not an executable directive and that appears only as part
of a construct. 93, 202, 333, 334

subtask A portion of a task region between two consecutive task scheduling points
in which a thread cannot switch from executing one task to executing
another task. 44

supported active
levels

An implementation defined maximum number of active levels of
parallelism. 733

supported device The host device or any non-host device supported by the implementation
for execution of target code for which the device-related requirements of
the requires directive are fulfilled. 62, 80

synchronization
construct

A construct that orders the completion of code executed by different
threads. 391

synchronization
hint

An indicator of the expected dynamic behavior or suggested
implementation of a synchronization mechanism. 391–393

synchronizes with For an event A to synchronize with an event B, a synchronizes-with
relation must exist from A to B. 3, 50, 51, 423–425

synchronizes-with
relation

An asymmetric relation that relates a release flush to an acquire flush, or,
for C/C++, any pair of events A and B such that A “synchronizes with” B
according to the base language, and establishes memory consistency
between their respective executing threads. 32, 34, 36, 50

target device A device with respect to which the current device performs an operation,
as specified by a device construct or an OpenMP device memory routine.
15, 16, 36, 42, 43, 53, 58, 59, 174–176, 193, 215, 217, 218, 227, 229, 230,
250, 290, 370, 372, 373, 375, 376, 379, 384, 565, 659

target device trait
set

The trait set that consists of traits that define the characteristics of a device
that the implementation supports. 3, 249, 250, 252, 254

target memory
space

A memory space that is associated with at least one device that is not the
current device when it is created. 239, 543, 545, 547

target task A mergeable task and untied task that is generated by a device construct or
a call to a device memory routine and that coordinates activity between
the current device and the target device. 43, 67, 193, 218, 374–380, 383,
384, 422, 424, 511–514

target variant A version of a device procedure that can only be executed as part of a
target region. 249
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task A specific instance of executable code and its data environment that the
OpenMP implementation can schedule for execution by a team. 3, 8, 9,
13, 15, 18–22, 26, 28–30, 32–34, 36, 37, 39, 40, 42–48, 58–60, 66, 67,
154, 158, 159, 162, 163, 165, 187–190, 192–195, 213, 214, 216, 217, 219,
233, 238, 296, 309–311, 313, 315, 318, 320, 328, 330, 331, 333, 334, 336,
338, 340, 346, 352–357, 359–361, 363, 364, 366, 367, 371, 387, 388, 390,
394–404, 415, 417, 418, 423–425, 428–430, 433, 434, 441, 442, 444, 451,
595, 596, 598, 649, 710

task completion A condition that is satisfied when a thread reaches the end of the
executable code that is associated with the task and any allow-completion
event that is created for the task has been fulfilled. 37, 356

task dependence A dependence between two sibling tasks: the dependent task and a
previously generated predecessor task. The task dependence is fulfilled
when the predecessor task has completed. 15, 37, 367, 425, 426, 428, 429,
513, 514

task handle A handle that refers to a task region. 675, 710
task region A region consisting of all code encountered during the execution of a task.

13, 15, 29, 30, 34, 36, 37, 39, 40, 43, 44, 47, 154, 165, 310, 319, 367, 374,
376, 378, 383, 421, 422, 441, 486, 596, 649

task scheduling
point

A point during the execution of the current task region at which it can be
suspended to be resumed later; or the point of task completion, after
which the executing thread may switch to a different task region. 36, 44,
154, 187, 310, 356, 366, 396, 397, 399, 401, 416, 421, 422, 511, 513

task synchroniza-
tion construct

A taskwait, taskgroup, or a barrier construct. 44, 356

task-generating
construct

A construct that has the task-generating property. 32, 44, 150–152, 429,
430, 445, 746

task-generating
property

The propoperty that a construct generates one or more explicit tasks that
are child tasks of the encountering task. 37, 355, 360, 374, 376, 378, 383

taskgroup set A set of tasks that are logically grouped by a taskgroup region, such
that a task is a member of the taskgroup set if and only if its task region
is nested in the taskgroup region and it binds to the same parallel
region as the taskgroup region. 37, 399, 441

team A set of one or more assigned threads assigned to execute the set of
implicit tasks of a parallel region. 3, 5, 7, 13, 21–23, 28–30, 36–45, 59,
67, 154, 172, 190, 191, 195, 205–207, 309, 310, 315–320, 322, 327,
329–335, 339, 340, 343–348, 350, 371, 394, 396, 397, 416, 424, 436, 443,
459, 648, 700, 735, 738

team number A number that the OpenMP implementation assigns to an initial team. If
the initial team is not part of a league formed by a teams construct then
the team number is zero; otherwise, the team number is a non-negative
integer less than the number of initial teams in the league. 37, 60, 348
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team-executed
construct

A construct that has the team-executed property. 44

team-executed
property

The property that a construct gives rise to a team-executed region. 38,
330–332, 334, 341, 342, 348, 396

team-executed
region

A region that is executed by all or none of the threads in the current team.
38, 44, 445

team-generating
construct

A construct that has the team-generating property. 445

team-generating
property

The property that a construct generates a parallel region. 38, 309, 319,
378

team-worker
thread

A thread that is assigned to a team but is not the primary thread. It
executes one of the implicit tasks that is generated when the team is
formed for an active parallel region. 41, 43

temporary view The state of memory that is accessible to a particular thread. 420
third-party tool A tool that executes as a separate process from the process that it is

monitoring and potentially controlling. 27, 53, 667, 668, 681, 682, 684
thread Unless specifically stated otherwise, an OpenMP thread. 3–5, 8, 13,

16–19, 22, 25, 28, 29, 31–54, 58–60, 62, 71, 74, 76, 82, 83, 90, 153–155,
165, 166, 172, 187, 188, 190, 191, 195, 205–208, 217, 218, 238, 239, 275,
281, 282, 289, 290, 295, 309–320, 327–340, 343–346, 349, 350, 352, 354,
356, 360, 361, 366, 367, 371, 372, 375, 377, 380, 384, 391, 392, 394–402,
404, 415–418, 420–425, 430, 433–436, 440–444, 459, 469, 474, 511, 512,
561, 565, 585, 595, 597, 598, 646, 648, 649, 653, 700, 710, 734, 735, 738,
751

thread affinity A binding of threads to places within the current place partition. 58, 59,
74, 78, 154, 315, 316, 470, 734, 737, 738

thread number For an assigned thread, a non-negative number assigned by the OpenMP
implementation. For threads within the same team, zero identifies the
primary thread and subsequent consecutive numbers identify any worker
threads of the team. For an unassigned thread, the value
omp_unassigned_thread. 30, 60, 154, 309, 310, 315, 318, 328,
343, 459, 468, 700

thread state The state associated with a thread. Also, an enumeration type that
describes the current OpenMP activity of a thread. Only one of the
enumeration values can apply to a thread at any time. 44, 53, 565, 646

thread-exclusive
construct

A construct that has the thread-exclusive property. 445

thread-exclusive
property

The property that a construct when encountered by multiple threads in the
current team is executed by only one thread at a time. 38, 394, 435

thread-limiting
construct

A construct that has the thread-limiting property. 90
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thread-limiting
property

For C++, the property that a construct limits the thread that can catch an
exception thrown in the corresponding region to the thread that threw the
exception. 38, 309, 319, 327, 330–332, 355, 378, 394, 435

thread-pool-
worker thread

A thread in an OpenMP thread pool that is not the initial thread. 585

thread-
reservation type

The type specified for a reserved thread. 32, 82

thread-safe proce-
dure

A procedure that performs the intended function even when executed
concurrently (by multiple native threads). 54

thread-set The set of threads for which a flush may enforce memory consistency. 48,
49, 51, 52, 415, 420, 422

threadprivate
memory

The set of threadprivate variables associated with each thread. 46

threadprivate
variable

A variable that is replicated, one instance per thread, by the OpenMP
implementation. Its name then provides access to a different block of
storage for each thread.
A variable that is part of an aggregate variable cannot be made a
threadprivate variable independently of the other components, except for
static data members of C++ classes. If a variable is made a threadprivate
variable, its components are also threadprivate variables. 39, 153–157,
205, 206, 323, 339, 380

tied task A task that, when its task region is suspended, can be resumed only by the
same thread that was executing it before suspension. That is, the task is
tied to that thread. 44, 352, 367

tool Code that can observe and/or modify the execution of an application. 2,
18, 32, 38, 39, 42, 53, 54, 59, 60, 372, 373, 561, 562, 565–568, 573, 580,
598, 599, 649, 698

tool callback A function that a tool provides to an OpenMP implementation to invoke
when an associated event occurs. 8, 53, 397, 433, 451, 641

tool context An opaque reference provided by a tool to an OMPD library. A tool
context uniquely identifies an abstraction. 3, 26, 39, 676, 681

trace record A data structure in which to store information associated with an
occurrence of an event. 26, 573, 574, 637

trait An aspect of an OpenMP implementation or the execution of an OpenMP
program. 3, 9, 13, 16–18, 20, 26–28, 36, 39, 236–242, 245, 247, 249, 250,
252–254, 266, 284, 737, 743

trait selector A member of a trait selector set. 249, 251–255, 257, 260, 266
trait selector set A set of traits that are specified to match the trait set at a given point in an

OpenMP program. 33, 39, 251
trait set A grouping of related traits. 11, 16, 17, 20, 36, 39, 249, 252, 254
unassigned thread A thread that is not currently assigned to any team. 19, 20, 33, 38, 42, 43,

354, 367, 459, 595
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undeferred task A task for which execution is not deferred with respect to its generating
task region. That is, its generating task region is suspended until execution
of the structured block associated with the undeferred task is completed.
21, 26, 40, 357, 361, 424

unde�ned For variables, the property of not being de�ned, that is, of not having a
valid value. 48, 442, 641

uni�ed address
space

An address space that is used by all devices.
289

unit of work In constructs that use units of work, a single or multiple executable
statements that will be executed by a single thread and are part of the
same structured block. A structured block can consist of one or more units
of work; the number of units of work into which a structured block is split
is allowed to vary among di�erent compliant implementations. 40, 334,
335, 337, 338, 605

unspeci�ed behav-
ior

A behavior or result that is not speci�ed by the OpenMP speci�cation or
not known prior to the compilation or execution of an OpenMP program.
Such unspeci�ed behavior may result from:

� Issues that this speci�cation documents as having unspeci�ed
behavior.

� A non-conforming program.
� A conforming program exhibiting an implementation de�ned

behavior.
10, 20, 40, 46�48, 55, 90, 175, 185, 238, 245, 289, 355, 379, 381, 398

untied task A task that, when its task region is suspended, can be resumed by any
thread in the team. That is, the task is not tied to any thread. 36, 44, 155,
352, 357, 367

update value The update value of a new list item used for a scan computation is, for a
given logical iteration, the value of the new list item on completion of its
input phase. 40, 203

user-de�ned can-
cellation point

A cancellation point that is speci�ed by acancellation point
construct. 444

user-de�ned in-
duction

An induction operation that is de�ned by adeclare induction
directive. 201, 202

user-de�ned map-
per

A mapper that is de�ned by adeclare mapper directive. 24, 122,
214, 224, 225, 227

user-de�ned re-
duction

An reduction operation that is de�ned by adeclare reduction
directive. 196, 198, 443

utility directive A directive that facilitates interactions with the compiler and/or supports
code readability; it may be either informational or executable. 93, 281,
282, 298
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variable A named data storage block, for which the value can be de�ned and
rede�ned during the execution of a program; for C/C++, this includes
const -quali�ed types when explicitly permitted.

COMMENT: An array element or structure element is a
variable that is part of an aggregate variable.

3, 6�9, 12�15, 18, 19, 22�26, 30, 34, 35, 39�41, 46�52, 54, 58, 94, 96,
103�105, 111, 121, 122, 126, 134, 137�141, 148�162, 165, 166, 168, 169,
172, 175, 178�182, 186, 191, 195�197, 200, 205�211, 214, 218�226, 233,
234, 236, 240�244, 246, 247, 253, 256, 259, 261, 263, 268�270, 273�278,
290, 300, 312, 319, 324, 328, 329, 335, 336, 338, 339, 343, 346, 348, 349,
354, 359, 361, 369, 373�376, 378�383, 420, 421, 432, 573, 598, 641, 647,
649, 733, 748

variant substitu-
tion

The replacement of a call to a base function by a call to a function variant.
259, 267, 268

wait identi�er A unique opaque handle associated with each data object (for example, a
lock) that the OpenMP runtime uses to enforce mutual exclusion and
potentially to cause a thread to wait actively or passively. 597, 598, 646

white space A non-empty sequence of space and/or horizontal tab characters. 69, 76,
78, 91, 92, 97�100, 113, 114

work distribution The manner in which execution of a region that corresponds to a
work-distribution construct is assigned to threads. 142

work-distribution
construct

A construct that has the work-distribution property. 2, 29, 41, 165, 166,
169, 329, 349

work-distribution
property

The property that a construct is cooperatively executed by threads in the
binding thread set of the corresponding region. 41, 330�332, 334, 337,
341, 342, 345, 348

work-distribution
region

A region that corresponds to a work-distribution construct. 166, 169, 329

worker thread Unless speci�cally stated otherwise, a team-worker thread. 38, 311
worksharing con-
struct

A construct that has the worksharing property. 29, 41, 43, 44, 166, 172,
189�191, 195, 329, 333, 339, 349, 398, 443, 447

worksharing
property

The property of a construct that is a work-distribution construct that is
executed by the team of the innermost enclosing parallel region and
includes, by default, an implicit barrier. 41, 330�332, 334, 341, 342, 348

worksharing re-
gion

A region that corresponds to a worksharing construct. 44, 166, 190, 329,
397, 422

worksharing-loop
construct

A construct that has the worksharing-loop property. 17, 41, 190, 195,
339�344, 434, 436, 441, 443

worksharing-loop
property

The property of a worksharing construct that is a loop-nest-associated
construct that distributes the collapsed iterations of the associated loops
among the threads in the team. 41, 341, 342

worksharing-loop
region

A region that corresponds to a worksharing-loop construct. 339, 340,
434�436
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